Abstract—We consider a model of dynamic inspection/surveillance of a number of facilities in different geographical locations. The inspector in this process travels from one facility to another and performs an inspection at each facility he visits. His aim is to devise an inspection/travel schedule which minimizes the losses to society (or to his employer) resulting both from undetected violations of the regulations and from the costs of the policing operation. This model is formulated as a noncooperative, single-controller, stochastic game. The existence of stationary Nash equilibria is established as a consequence of aggregating all the inspectees into a single “aggregated inspectee.” It is shown that such player aggregation causes no loss of generality under very mild assumptions. A notion of an “optimal Nash equilibrium” for the inspector is introduced and proven to be well-defined in this context. The issue of the inspector’s power to “enforce” such an equilibrium is also discussed.

I. INTRODUCTION

The traveling inspector model (TIM) is a mathematical model of dynamic inspection/surveillance of a number of facilities (these will sometimes be called sites, plants, or inspectees) in different geographical locations. The present author originally proposed this model and a number of alternative methods of analysis in [14], and in [12] an implementation of one of these methods is discussed. Conceptually, TIM is an inspection process with the following structure:

1) There are $S$ inspectees (or facilities or sites) in different locations.
2) There is one inspector who can perform only one inspection during the current inspection period (e.g., day, week, etc.).
3) The inspector travels from site to site and performs an inspection at the new site at which he “just arrived.”
4) The inspectees know the last inspection site but not the next.
5) The inspector wishes to minimize the overall cost to society (or to his employer); this may include costs due to violation of regulations/cheating, travel costs, and inspection costs.
6) The duration of the process (i.e., number of inspection periods, or stages) can be either finite and known, or infinite.

In this paper we formulate the above process as a noncooperative, single-controller, stochastic game with either infinite or finite horizon. We show that the game possesses stationary Nash equilibria. We show that the existence of Nash equilibria is established as a consequence of aggregating all the inspectees into a single “aggregated inspectee.” It is shown that such player aggregation causes no loss of generality under very mild assumptions. A notion of an “optimal Nash equilibrium” for the inspector is introduced and proven to be well-defined in this context. The issue of the inspector’s power to “enforce” such an equilibrium is also discussed.

II. THE TIM AS A STOCHASTIC GAME

We shall consider a game with $(S + 1)$ players. Players $1, 2, \ldots, S$ will be the inspectees and player $(S + 1) = I$ will be the inspector. The $s$th inspectee can be thought of as the manager of the $s$th plant/site. The symbol $S$ will have dual meaning, denoting both the $s$th inspectee and the set $\{1, 2, \ldots, S\}$ of sites to be inspected. Now, during a typical inspection period $T = [t, t + 1)$ the

The precise timing of events during an “inspection period” is left open as it was almost certainly depend on the context of the model. For instance, a violation could be continuous or instantaneous in such a period. Similarly, the inspection in some contexts could be an “audit” of a preceding period.
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FS, by the manner in which the players evaluate a stream of expected stochastic games which we shall consider here, are distinguished from inspection at the site of the last inspection. The situations where a violation occurred at site \( i \) are likely to be of importance to the inspector, as the corresponding \( g \)-value, of Markov and stationary strategies, respectively. For any \( \gamma \in \Gamma \) we shall denote by \((\gamma, p, f_S)\) the member of \( \Gamma \) obtained from \( \gamma \) by changing the coordinate corresponding to the \( p^\text{th} \) inspectee, for \( f_S \). Similarly, define \( G_R \) and \( S \) as the corresponding \( g \)-value of \( (\gamma, \rho, g) \). By contrast, general (i.e., not necessarily stationary) strategies in a stochastic game can depend not only on the current state but also on the history of the game up to the current state. The class of Markov strategies lies in between stationary and general strategies, in that the players’ randomized strategies at time \( t \), can depend on \( t \) as well as on the current state \( s \). Let \( F_p, FM_p, \) and \( F_{S_p} \) denote the sets of all general, Markov, and stationary strategies, respectively, of the \( p^\text{th} \) inspectee. Clearly, \( F_p \supset FM_p \supset F_{S_p} \). Similarly, define \( G, GM, \) and \( GS \) as the corresponding sets of strategies for the inspector. Once an \((S + 1)\)-tuple of strategies \( (f_1, \ldots, f_S, g) \) is given, the expected gain/loss \( \Pi(f_1, \ldots, f_S, g, s) \) to the \( p^\text{th} \) player for the \( S \)-stage \( (i, t + 1) \), given that the inspection state was \( s \), is well defined. The two types of stochastic games which we shall consider here, are distinguished by the manner in which the players evaluate a stream of expected gains \( \Pi_1, \Pi_2, \ldots \). They are the following. a) The \( T \)-stage or \( S \)-stage stochastic games, if the payoff to the \( p^\text{th} \) player resulting from the use of strategies \( (f_1, \ldots, f_S, g) \) is given by

\[
\Phi^I(f_1, \ldots, f_S, g, s) = \sum_{t=1}^{T} \Pi_t^I(f_1, \ldots, f_S, g, s)
\]

where \( p = 1, 2, \ldots, S + 1 \) and \( s \in S \) is the initial state. Here \( T \) is, of course, the number of stages after which the process stops.
b) The undiscounted or limiting average reward stochastic games, if the payoff to the \( p^\text{th} \) player is given by

\[
\Phi^*(f_1, \ldots, f_S, g, s) = \lim inf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \Pi_t^I(f_1, \ldots, f_S, g, s)
\]

where \( \nu = 1, \ldots, S + 1 \) and \( s \in S \).

In the sequel it will be convenient to use the following more compact notation. Let \( F = X^S_{p=1} F_p \) and \( \Gamma = F \times G \), so that \( \gamma \in \Gamma \) represents an \((S + 1)\)-tuple of general strategies. The symbols \( FM, FS, GM, \) and \( GS \) will be given analogous meanings in terms of Markov and stationary strategies, respectively. For any \( \gamma \in \Gamma \) we shall denote by \((\gamma, p, f_S)\) the member of \( \Gamma \) obtained from \( \gamma \) by changing the coordinate corresponding to the \( p^\text{th} \) inspectee, for \( f_S \). Similarly, \((\gamma, \rho, g)\) are also equilibria for the original game. Of course, the existence of Nash equilibria in noncooperative stochastic games has now been studied quite extensively (see, for instance, [15], [32], [33], and [7]). Nonetheless, for the class of undiscounted stochastic games there is still no general existence theorem even when the state and action spaces are finite. However, under some additional assumptions (see, for instance, [19] or [7]) Nash equilibria are known to exist. We do not discuss these conditions here since TIM does not satisfy them. Instead, we shall show that under mild conditions there is no loss of generality in replacing the payoff to the \( p^\text{th} \) inspectee for the original game with that for an \((S + 1)\)-tuple of general strategies, for any \( p \). Of course, the existence of Markov Nash equilibria in the \( T \)-stage stochastic games is well known (see, for instance, [19, ch. 9]).

III. Inspectee Aggregation and Its Consequences

In this section we shall consider the results of assuming that the \( S \) inspectees in the TIM form an aggregated player \( I \) in a two-person game, with the inspector acting as player \( II \). We shall assume that the strategy space of this aggregated player \( I \) is \( F = X^S_{p=1} F_p \) (as in Section II), and that \( G \) is the strategy space for player \( II \). Let \( F = F \times G \) and \( R_{S}(s) = \{\Phi^I(\gamma, s) | \gamma \in \Gamma \} \), that is, \( R_{S}(s) \) denotes the set of possible rewards to the \( p^\text{th} \) inspectee if the initial state is \( s \). Further, let \( R_{S}(s) = X^S_{p=1} R_p(s) \) and let the \( T \)-tuple \((\rho, \rho, \ldots)\) denote the "outcome" of the aggregated inspectee, where \( p^\text{th} \) component of \( \rho \), i.e., the reward of the \( p^\text{th} \) inspectee, is changed from \( r_p \) to \( r_p \) (note that the argument \( s \) is suppressed here to simplify the notation, that is, \( r_1 = r_S(s) \in R_S(s) \)).

Now, for any \( \gamma = (f, g) \in \Gamma \) and initial state \( s \), the payoff function of the inspector will still be

\[
\Phi^I(\gamma, s) = \Phi^*(\gamma, s, p \in S)
\]

where \( \nu = 1, \ldots, S + 1 \) and \( s \in S \) is the initial state. Here \( T \) is, of course, the number of stages after which the process stops.

b) The undiscounted or limiting average reward stochastic games, if the payoff to the \( p^\text{th} \) player is given by

\[
\Phi^*(f_1, \ldots, f_S, g, s) = \lim inf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \Pi_t^I(f_1, \ldots, f_S, g, s)
\]

where \( \nu = 1, \ldots, S + 1 \) and \( s \in S \).
where \( \psi : \mathbb{R}^S \to \mathbb{R}^\alpha \) and is strictly monotone in each of its arguments; that is, for any \( p \in S \) and \( s \in S \)

\[
r^p_{\alpha}(s) > r^p_s(s) \implies \psi(r^p_{\alpha}, p, r^p_s) > \psi(r^p_s, p, s)
\]  

(3.3)

for all \( r^p_{\alpha}(s) \in R^p_{\alpha}(s) \), where \( r^p_{\alpha}(s), r^p_s(s) \in R^p_s(s) \).

The last condition reflects the simple notion that if outcome \( r^p_{\alpha}(s) \) is preferred to \( r^p_s(s) \) individually, then the unilateral deviation from \( r^p_{\alpha}(s) \) to \( r^p_s(s) \) in the "aggregated outcome" \( r^p_{\alpha} \) will be advantageous for the aggregated inspectee as well. It should be noted that in TIM "natural" aggregation functions such as

\[
\psi(r^p) = \sum_{p=1}^{s} \lambda_p r^p_s(s)
\]  

(3.4)

(with \( \lambda_p \)'s positive), satisfy (3.3).

Once the inspectees are aggregated as above to form player \( I \), we have the "aggregated traveling inspector model" of ATIM. Note that it is only the inspectees and their payoffs which are aggregated and not their strategy spaces. Thus, \( F, FM, \) and \( FS \) are still the sets of general, Markov, and stationary strategies for player \( I \) in ATIM. The above method of aggregating payoffs is "global" in the sense that it is the payoffs for the whole game which are aggregated via the function \( \psi \), however, it says nothing about the manner in which the payoffs at each stage are combined. Hence, from now on, we shall impose the consistency assumption of ATIM. There exists a stage-by-stage aggregation of the rewards of the inspectees which induces a two-person game whose set of Nash equilibria in the smallest class of strategies (general, Markov, or stationary) for which it is nonempty coincides with the corresponding set of Nash equilibria of ATIM. Note that in most likely applications we would want the above "local" aggregation to be performed by the same aggregation function as that in (3.2) which was used to aggregate at the "global" level. For instance, for the \( T \)-stage payoff criterion (a), local aggregation via a function of the form (3.4) is equivalent to global aggregation via the same function. For the undiscounted payoff criterion (b), the same is true as long as all the players use stationary strategies.

**Theorem 3.1:**

i) The sets of Nash equilibria of TIM and ATIM coincide.

ii) If the undiscounted payoff criterion (b) is used, then both TIM and ATIM possess Nash equilibria in stationary strategies.

iii) If the \( T \)-stage payoff criterion (a) is used, then both TIM and ATIM possess Nash equilibria in Markov strategies.

**Proof:** i) The proof of this will closely follow the line of argument used to prove [16, Theorems 1 and 2] (the even more general results on player aggregation due to Goldman [17] could also be invoked). The essential observation is this: due to our definition of the rewards \( r^p_{\alpha}(s) \), \( I \); \( s \), \( p = 1, \cdots, S \), of the inspectees, and due to the fact that only the inspector determines the transitions from state to state, the expected rewards for the \((T+1)\)th stage simplify to \( I_{T+1}^s(f^T, \cdots, f^T_g, g, s) = I_{T+1}^s(f^T_g, g, s) \), \( p = 1, \cdots, S \), for every initial state \( s \). Consequently, each inspectee's payoff function also depends only on his own strategy, the inspector's strategy, and the initial state; that is, for \( p = 1, \cdots, S \)

\[
\Phi^p(s, \gamma, s) \equiv \Phi^p(f^p_g, g, s)
\]  

(3.5)

Now, let \( \gamma^0 = (f^0_g, \cdots, f^0_g, g^0, s^0) \) be an equilibrium point of ATIM and suppose that it is not an equilibrium point of TIM. Then either for some \( s \in S \), \( p \in S \) and \( f^p_g \in F^p_g \)

\[
\Phi^p(f^p_g, g^0, s) > \Phi^p(s^0, f^p_g, s) \equiv \Phi^p(f^p_g, g^0, s)
\]  

(3.6)

or for some \( s \in S \) and \( g \in G \)

\[
\Phi^S+1(s^0, S+1, g, s) > \Phi^S+1(s^0, s)
\]  

(3.7)

If (3.6) held, then the fact that (for all \( k \neq p \)) \( \Phi^p(s^0, p, f^p_g, s) \equiv \Phi^p(s^0, p, f^p_g, s) \)

holds, where in the above we regard \( s^0 \) as the pair \((f^0_g, g^0)\). Now, let us define the set \( I^1(s) = \{ k \in S | \Phi^k(s^0, k, f_k, s) > \Phi^k(s^0, s) \} \). The sets \( I^1(s) \) and \( I^0(s) \) are defined similarly by replacing \( p < \) with \( < \) and \( = \), respectively. We shall show that \( I^1(s) \) is nonempty, thus contradicting the hypothesis that \( \gamma^0 \) is an equilibrium point of TIM. Suppose then that \( I^1(s) = \{ \} \). If \( I^0(s) \) also empty, then by (3.5) for every \( k \in S \), \( \Phi^k(f^0_g, g^0, s) = \Phi^k(f^0_g, g^0, s) \equiv \Phi^k(s^0, k, f_k, s) \), \( s^0 \) which contradicts (3.8) [see (3.2)]. If \( I^0(s) \) is nonempty, then repeated application of (3.3) to change \( f^0_g \) to \( f^0_g \), \( s \) to \( s' \), \( s' \) to \( s'' \), \( s'' \) to \( s \) implies that \( \Phi^s(s^0, I, f, s') > \Phi^s(s^0, I, f, s) \) (3.8)

ii) Of course, part i) is useful only if the sets of Nash equilibria of these games are nonempty. However, we know from [30, Section 5] that in every two-person, single-controller undiscounted stochastic game there exists \( \sigma_e = (f^0_g, g^0) \in FS \times GS \) which is a Nash equilibrium in ATIM, and hence also in TIM by i), and the consistency assumption.

iii) This follows in an analogous way from [19, Theorem 9.5].

**Corollary 3.2:** Let \( \gamma^0 = (f^0_g, g^0) \in I^0 \) be any Nash equilibrium of the undiscounted TIM game, and let \( \beta(s) = \Phi^H(s^0, f^0_g, g^0, s) \) be the initial state is \( s' \) then use \( g^0 \) throughout the game. Since we are using limiting average rewards it should be clear that

\[
\beta(s) = \Phi^H(s, f^0_g, g^0, s') = \Phi^H(s^0, f^0_g, g^0, s) = \beta(s)
\]  

But since \( \gamma^0 \) is an equilibrium point

\[
\beta(s') = \Phi^H(s^0, f^0_g, g^0, s') \equiv \Phi^H(s^0, f^0_g, g^0, s') = \beta(s)
\]  

which yields the desired contradiction.

Since in TIM the duration of the process would typically be large but unknown, we shall concentrate on the undiscounted version defined by b) of Section II. Further, we shall be particularly interested in the set of stationary Nash equilibria in TIM (or equivalently in ATIM). However, by the consistency assumption of ATIM it is sufficient to consider the set of stationary Nash equilibria of a two-person, single-controller stochastic game whose "local" rewards of player \( I \) are the appropriate aggregations of the "local" rewards of the \( S \) inspectees (again, aggregations of the form (3.4) can be used). Hence, from now on, we shall not differentiate between ATIM and its "locally" aggregated counterpart.

More precisely, if we define \( EPS \) to be the set of all stationary (Nash) equilibria of ATIM (which is nonempty by Theorem 3.1), then it is possible to give a finite characterization of this set as follows. There exists a finite set \( \chi = \{ f | f \in FS \} \) of extreme equilibrium strategies for player I such that with every subset \( \chi \) of \( \chi \) we can associate (possibly empty) set \( E(\chi) = \{ g \in GS | f, \)
where $C(\chi)$ is the convex hull of $\chi$. This result is proved in [10, Section 3] and is an analog of a classical result for bimatrix games due to Kuhn [24]. Furthermore, it is shown in [10] that the members of $\chi$ form a subset of the set of extreme points of a polyhedral set defined by a system of linear constraints whose coefficients are given by the data of the game. Hence, if these data are rational the set $\chi$ can be constructed by one of a number of well-known finite algorithms (for a review of some of these, see [29]). Further, each of the sets $E(\chi)$ in (3.9) is itself the image of a certain polyhedral set under a finitely executable transformation (see [10, Section 4]).

These results show that the set of all stationary equilibria of ATIM (and, hence, of TIM) can be fully characterized by finite algorithms provided only that the data are rational. However, these algorithms depend on algorithms for enumerating all vertices of polyhedral sets (e.g., see [29]), and hence could prove impractical in many applications. If we are interested in computing just one equilibrium point of ATIM, the method which promises to be most efficient is that of solving a certain quadratic program and then converting the solution to a member of EPS. This approach, which was proposed by Filar [11], generalizes a classical result about bimatrix games which is due to Mangasarian and Stone [27].

**Remark 3.3:** One major factor affecting the potential solvability of ATIM is the exponential growth of the action space of the aggregated inspectee. Note that a typical action of such player $I$ is an $s$-tuple $u = (u_1, \ldots, u_s)$; $v \in V(p)$. Hence, $I$ possesses $12^{s-1}$ such actions! However, this growth of $u_I$ with $s$ exhibits what might be called a "natural" increase of the difficulty of the problem: a single inspector could not be expected to be very effective against many inspectees. There are various approaches which might prove useful in alleviating this "curse of dimensionality"; however, these lead to open theoretical problems, some of which deserve deeper investigation (see also Section V).

One problem which arises whenever Nash equilibria are used as a solution concept is that of choosing between alternative equilibrium points, since they typically result in different payoffs. In an inspector/inspectee context it is not unreasonable to consider what we shall call the inspector's optimal equilibria, namely, those equilibria which maximize his payoff function. More precisely, with each $\gamma = (f, g) \in EPS$ we can associate $\beta(\gamma) = \Phi^I(\gamma, s)$ (recall that $\beta(\gamma)$ is independent of $s$ by Corollary 3.2). Then the inspector's optimal equilibria are the solutions of the maximization problem

$$\sup \beta(\gamma)$$

subject to: $\gamma \in EPS$. (3.10)

The next result shows that optimal equilibria of undiscounted ATIM do exist.

**Theorem 3.4:** Let $\bar{E}P = \{\gamma \in EPS| \beta(\gamma) = \max_\gamma \beta(\gamma) \text{ over } EPS\}$. Then $\bar{E}P$ is nonempty, and a member of $\bar{E}P$ can be computed by a finite method provided only that the data of the process are rational.

**Remark 3.5:** The proof of the above theorem is outlined in the Appendix. It must be emphasized, however, that the finite method for finding the inspector's optimal equilibrium, is again based on enumerating all vertices of polyhedral sets.

Of course, Theorem 3.4 merely establishes an upper bound in the inspector's reward resulting from the use of any stationary equilibrium point. However, if we choose some $\hat{\gamma} = (f, g) \in \bar{E}P$ and consider the set $E(\hat{\gamma}) = \{f \in FS| f \in E(\hat{\gamma}) \}$, then we can only assert that $\Phi^I(f, g, s) \leq \beta(\gamma)$. Since it is natural to expect that the use of strategy $\hat{g}$ by the inspector will induce a truly noncooperative aggregated inspectee to play some $f \in E(\hat{\gamma})$, the fact that in general the strict inequality $\Phi^I(f, g, s) < \beta(\gamma)$ is possible shows that our optimal Nash equilibrium point $\hat{\gamma}$ may not be "enforceable" by the inspector.

We are thus led to the following definition. An equilibrium point $\gamma^o = (f^o, g^o) \in EPS$ is enforceable for the inspector if $\Phi^I(f^o, g^o, s) = \beta(\gamma)$, a constant, for all $f \in E(g^o)$, and $s \in S$.

**Remark 3.6:** It might be worth mentioning that the game is noncooperative (i.e., that each player tries to maximize his own reward function independently) may not hold in many situations, for instance, if the possibility of a "corrupt" inspector is allowed. Nonetheless, it is a rather natural assumption to make initially at least and, if accepted, it leads us to the (Nash) equilibrium point with their inherent difficulties. Since in the ATIM model above it is not unreasonable to assume that the inspector's equilibrium strategy $g^o$ (as above) would be either known, or could be estimated by the aggregated inspectee, the set $E(g^o)$ constitutes his "rational" choices of stationary strategies. The fact that different members of this set can, in general, result in different payoffs to the inspector (who is using $g^o$) suggests the need for determining whether a given equilibrium point is "enforceable" in the sense defined above.

**Lemma 3.7:** Let $\gamma^o = (f^o, g^o) \in EPS$, then there exists a finite method for checking whether $\gamma^o$ is enforceable for the inspector, provided only that the data of the process are rational.

**Remark 3.8:** One consequence of the above result (the proof of which is outlined in the Appendix) is that if, in particular, an optimal equilibrium point $\gamma = (f, g)$ is found to be enforceable for the inspector, then this provides strong argument for the inspector to actually adopt the strategy $\hat{g}$ because now he can guarantee himself the reward of $\max \beta(\gamma)$ over EPS, against "a rationally behaving" noncooperative aggregated inspectee.

We now mention a result which shows that in an important special case all stationary equilibria are enforceable for the inspector, and with an identical payoff.

**Lemma 3.9:** Assume that the reward functions of the inspector and the aggregated inspectee are such that for every $g \in GS$

$$X(g) = \{f|\Phi^I(f, g, s) = \max_{f \in FS} \Phi^I(f, g, s) \text{ for all } s \in S\}$$

Then for any $(f, g) \in EPS$, the corresponding payoff to the inspector is the constant

$$\alpha^o = \max_{g \in GS} \Phi^I(f, g, s)$$

for all $s \in S$.

**Remark 3.10:** The above lemma is proved in the Appendix. It should be noted that the conditions of this lemma are satisfied in the case where $\Phi^I(f, g, s) = -\Phi^I(f, g, s)$ or $\Delta(c, g, s)$; that is, when the inspector's reward is the inspectee's loss (e.g., fines) except for the term that depends only on the inspector's strategy (e.g., travel/inspection costs).

**Remark 3.11:** For the $T$-stage payoffs defined by a) in Section II, TIM can still be solved by aggregating the inspectees and solving ATIM, which is now a $T$-stage, two-person stochastic game. Thus, at each stage the two players play one of $S$ possible bimatrix games. In particular, if at time $t$ the state of the game is $s$, and the inspectees and the inspector choose actions: $v = (v_1, \ldots, v_T)$ and $I = (i_1, i_2)$, respectively, then their corresponding current rewards are $r(v, i_1, s)$ and $r(c, i_2, s)$, where $r(v, i_1, s)$ is some aggregation of $r(v_1, i_1, s)$ for $\rho \in S$ consistent with (3.2). The set of all such pairs of rewards as $v$ and $i$ range over all possible actions of players $I$ and $II$ constitute the $T$th bimatrix game. Of course, the next bimatrix game to be played is determined by the first component of $I$. Since an equilibrium point of a bimatrix game can be found either by the method of Lemke and Howson
When the aggregated traveling inspector model is considered from the point of view of the inspector, one method of analysis which ought not to be overlooked is the minimax approach. That is, for each potential outcome \((u, k, s)\), the inspector will now assume that his own loss (negative reward): 

\[ l(u, k, s) = -r_i(u, i, s) \]

Also represents the reward to the aggregated inspectees. This "zero-sum" assumption of directly opposing interests, while conservative, may be the one that the inspector cannot afford not to make! In addition, it has the advantage of eliminating what is perhaps the greatest single obstacle in the modeling of such a process from the viewpoint of the "inspection agency": the uncertainty as to what exactly the inspector's reward function is. The resulting game now becomes a two-person, zero-sum, single-controller stochastic game. Such a game with the undiscounted payoff criterion is now solvable in stationary strategies by efficient linear-programming algorithms (see, for instance, [38] and [22]). In the context of ATIM these algorithms have been further simplified and implemented by Filar and Schultz [12]. Practical numerical solution has been obtained in over 30 examples with up to eight inspectees and three violation levels per inspectee (this corresponds to 3^8 pure actions \(a\) available to the aggregated inspectee at every stage of the game). 4

When the \(T\)-stage payoff criterion is used, the model is still easily solvable by backward recursion such as that commonly used in dynamic programming. A case study of most identical with that of Charnes and Schroeder [5, p. 309] will yield the value vector and optimal strategies for both players. Of course, at each iteration of this method a set of \(S\) matrix games has to be solved. As in the \(T\)-stage noncooperative case, the solution strategies will typically be Markov.

We shall now illustrate the traveling inspector model by a simple numerical example taken from Filar and Schultz [12] which we call the "gun smuggling problem."

We consider the situation where the inspector's task is the prevention/capture of contraband, say guns, from entering the region to which he is assigned. We assume that shipments of guns can enter the region at only \(S\) sites (e.g., bridges, roads, ports, etc.). Of course, the inspector can be present at only one site at any given time. One stage will be a 24 h period beginning at midnight. We suppose that the inspector knows at which site the inspector begins the stage. The inspector then sends up to \(S\) shipments of guns (at most one for each site) which were stored at some central cache and which will arrive at their assigned site (entry point) at a random time (due to local conditions) which is uniformly distributed between noon and the following midnight.

If the inspector is present at a site when a shipment of \(k\) guns arrives, they will be seized and his gain will be \(2k\). This reflects the notion that such a capture not only deprives the "enemy" of \(k\) guns but also delivers \(k\) guns to the inspector's side. A failure to capture this shipment will amount to a loss of \(k\) to the inspector.

The inspector's travel costs from site \(s\) to site \(s'\) are given as fractions of the interval from noon to midnight during which all sites are left unguarded, and will be denoted by \(y(s, s'); s, s' \in \{1, \ldots, S\}\). Let \(g(u, s)\) denote the number of guns in a shipment destined to enter at site \(p\) which corresponds to a violation at level \(u\) being committed at that site. The inspector's typical decision (see Section II) is now \(k = (i, j, s) = (s', 1)\), since we are assuming only a single level of inspection (i.e., interception of the shipment). Now, with each site \(p\) we can associate a (fictitious) inspectee whose reward function on a given day is defined by

\[ r_p(u, p, s, s') = r_p(u, s', 1, s) = \begin{cases} g(u, s) & \text{if } p \neq s' \\ y(s, s') & \text{if } p = s' \end{cases} \]

The above reward represents the net expected gain to the "inspectee's side" (measured in number of guns) associated with site \(p\) for that day. Hence, if on a particular day a vector of shipments \(u = (u_1, \ldots, u_S)\) was dispatched to enter at sites 1, 2, \ldots, \(S\), respectively, and if the inspector decided to travel to site \(s'\) (assuming that he was at \(s\) last), then the inspector's loss for that day will be defined by

\[ l(u, s', 1, s) = \sum_{p=1}^{S} r_p(u_p, s', 1, s) \]  

(4.1)

that is, the net expected loss (in guns) by the "inspectee's side" for that day.

Next, we summarize the optimal solution to a 3-state example of this problem. The data are as given in Tables I and II.

Table I indicates that only one type of shipment (of 200 guns) can enter through site 1 each day, while two different types of shipments can enter through sites 2 and 3 (\(v_p = 0\) corresponds to no shipment dispatched to site \(p\)). The value \(\gamma(1, 3) = 0.6\) in Table II indicates that the inspector uses 60 percent of the available inspection time traveling from site 1 to site 3. The underlying, zero-sum, single-controller stochastic game now consists of three \(18 \times 3\) payoff matrices \(L^p; p \in \{1, 2, 3\}\) whose entries are given by (4.1). This example was solved using an algorithm described in [12]. The minimax optimal stationary strategies are given in Figs. 1 and 2.

The optimal strategy given in Fig. 1 for the inspectee should be interpreted as follows. If the inspector was observed at, say, site 3 at the end of the last stage, then the inspectee should choose composite actions \((1, 0, 2)\), \((1, 1, 0)\), and \((1, 1, 1)\) with probabilities 0.214, 0.729, and 0.057, respectively. Of course, the action \((1, 0, 2)\) means that shipments of 200 and 250 guns will be directed to enter through sites 1 and 3, respectively, and no shipment is sent to site 2 (see Table I). Similarly, the optimal stationary strategy for the inspector should be interpreted as follows. Whenever he just completed an inspection at, say, site 2, he should then go to one of the sites 1, 2, or 3 with probabilities 0.190, 0.333, and 0.476, respectively. The value of the game \(\theta = 148.57\) and it represents the long-run average net gain of guns per day by the inspectee's side when the optimal strategies are used. This can be contrasted with the net gain of \((200 + 150 + 250) = 600\) which the inspectee could achieve if there were no inspector.

V. POSSIBLE EXTENSIONS AND SOME OPEN PROBLEMS

The traveling inspector model presented in the preceding sections easily lends itself to many modifications and generalizations. Some of these can be handled by already existing techniques while for others no adequate treatment appears to be known.

The problem of what to do when equilibrium/optimal strategies for the inspector dictate that certain plants should never be visited can perhaps be modeled with the help of additional constraints. In the infinite horizon model, for instance, these constraints could

---

4 Problems with eight inspectees took approximately 9 min of CPU time on the VAX 11/780 to yield optimal strategies for both the inspector and the inspectees.

5 Actually any distribution, even one which depends on the size of the shipment and its destined site could be easily incorporated in this model. Similarly, the length of a stage is flexible.
TABLE I
VIOLATION COSTS

<table>
<thead>
<tr>
<th>s'</th>
<th>p=1</th>
<th>p=2</th>
<th>p=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>200</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>50</td>
<td>250</td>
</tr>
</tbody>
</table>

TABLE II
TRAVEL COSTS

<table>
<thead>
<tr>
<th>s(s', s')</th>
<th>s'=1</th>
<th>s'=2</th>
<th>s'=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>s=1</td>
<td>0</td>
<td>.3</td>
<td>.6</td>
</tr>
<tr>
<td>s=2</td>
<td>.3</td>
<td>0</td>
<td>.3</td>
</tr>
<tr>
<td>s=3</td>
<td>.3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Model: Gun Smuggling I  Policy: Average Optimal for inspector.

<table>
<thead>
<tr>
<th>INSPECTOR</th>
<th>VIOLATION LEVELS AT SITES</th>
<th>PROBABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT SITE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>123</td>
<td>.03</td>
</tr>
<tr>
<td>1</td>
<td>020</td>
<td>.2</td>
</tr>
<tr>
<td>1</td>
<td>022</td>
<td>.2</td>
</tr>
<tr>
<td>1</td>
<td>122</td>
<td>.49</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>.213</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>.052</td>
</tr>
<tr>
<td>2</td>
<td>122</td>
<td>.714</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>.214</td>
</tr>
<tr>
<td>3</td>
<td>101</td>
<td>.729</td>
</tr>
<tr>
<td>3</td>
<td>111</td>
<td>.057</td>
</tr>
</tbody>
</table>

Fig. 1. Optimal stationary strategy for the inspector.

Model: Gun Smuggling I  Policy: Average Optimal for violator.

<table>
<thead>
<tr>
<th>INSPECTOR</th>
<th>NEW INSPECTION LEVELS AT SITES</th>
<th>PROBABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT SITE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>.031</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>.001</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
<td>.01</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>.049</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>.033</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>.046</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>.019</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>.697</td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>.333</td>
</tr>
</tbody>
</table>

Fig. 2. Optimal stationary strategy for the inspector.
where the summation is over the extreme points of \(E(g^*)\), and \(\lambda^*\)'s are nonnegative numbers summing to 1.

Proof of Lemma 3.9: Let \(\gamma^* = (f^*, g^*) \in EPS\) and \(\beta(f^*) = \Phi(f^*, g^*, s)\) (independent of \(s\) by Corollary 3.2). Also consider a two-person, zero-sum, single-controller stochastic game with \(\Phi(f^* g^*, s)\) as the payoff kernel and player II as the maximizer. It follows from the results in [30], [22], or [38] that such a game possesses an optimal stationary strategy pair \(\gamma^* = (f^*, g^*) \in FS \times GS\) computable by linear programming. By an argument similar to that in Corollary 3.2 it can be shown that the value of this game is independent of the initial state, that is,

\[
\Phi(f^*, g^*, s) = \alpha^* = \max_{f^*} \Phi(f^*, g^*, s). \tag{6.3}
\]

It now follows from the facts that \(\gamma^* \in EPS\) and \(\gamma^*\) is an optimal pair in the \(\Phi(f^*, g^*, s)\)-0-sum game that for every \(s \in S\)

\[
\beta(\gamma^*) = \Phi(f^*, g^*, s) \geq \Phi(f^*, g^*, s) \geq \Phi(f^*, g^*, s) = \alpha^*. \tag{6.4}
\]

In order to prove the opposite inequality note that \(f^* \in X(\gamma^*)\), and hence by the hypothesis of (6.3), we have

\[
\alpha^* \leq \min_{f^*} \Phi(f^*, g^*, s) = \Phi(f^*, g^*, s) = \beta(\gamma^*). \tag{6.5}
\]

for every \(s \in S\). In view of (6.4) and (6.5) \(\beta(\gamma^*) = \alpha^*\), and the Lemma holds.
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