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ABSTRACT
As students progress through school, we expect that their knowledge about the various subject matters, such as biology or maths, becomes more extensive, well structured, and readily available for application in diverse contexts. This chapter reports the authors’ enquiry about whether students’ cognitive and metacognitive knowledge and strategies do grow during secondary school. Questionnaires were administered to students in three South Australian secondary schools in each of five consecutive years. Hierarchical linear modelling was used to investigate changes in students’ responses over time. Results showed little change in students’ reports of their cognitive and metacognitive strategy use. The disappointing growth trajectories suggest that cognitive and metacognitive strategies for learning are not subject to the explicit teaching and evaluation processes applied to other school subjects. Questions are raised about whether schools and teachers value and recognise the importance of cognitive and metacognitive strategies for good quality learning across subject domains.

INTRODUCTION
A number of authors have highlighted the importance of self-regulation to support effective learning (Schraw, Crippen, & Hartley, 2006; Schunk & Zimmerman, 1989; Zimmerman, 2002). Conceptual frameworks for self-regulated learning have been formulated by authors such as Boekaerts and Corno (2005), Efklides (2011), Hadwin & Winne (2012), Schunk and Zimmerman (2013) and Sitzman and Ely (2011). Typically self-regulated learning is defined as, “the modulation of affective,
cognitive, and behavioral processes throughout a learning experience to reach a desired level of achievement” (Sitzman & Ely, 2011, p. 421). In Schunk and Zimmerman’s model, the three major phases of self-regulation involve forethought (e.g., motivation, beliefs, task analysis, planning), performance (e.g., monitoring, self-instruction, attention, elaboration) and self-reflection (e.g., self-evaluation, attributions, affective reactions). These phases incorporate the motivational, cognitive and metacognitive components of learning discussed by Mayer (1998). Schraw et al. (2006) proposed that good self-regulators learn more with less effort, and Schonke et al. (2013) explained that self-regulation requires learners to employ motivational, cognitive and metacognitive strategies. The focus of this chapter is upon students’ cognitive and metacognitive strategies for learning.

The Beneficial Effects of Cognitive and Metacognitive Strategies

A generation ago, Weinstein and Mayer (1986) provided an overview of useful strategies to enable students to learn subjects, such as biology and maths, efficiently and effectively. Cognitive strategies can include generating questions, taking notes, making mental images, and drawing concept maps (Kiewra, 2002; Novak, 1990). Meanwhile, metacognitive knowledge (declarative, procedural, conditional) and regulation (planning, monitoring, evaluation) directs the use of cognitive strategies (Schraw et al., 2006). In other words, higher-order metacognitive processes monitor and regulate lower-order cognitive processes (Nelson, 1996). By way of example, Veenman and Veenman (2011) explained that drawing inferences is a cognitive activity, but the self-induced decision to initiate such activity is metacognitive.

Shortly following the Weinstein and Mayer (1986) overview, Klauer (1988 p. 351) argued that “teachers should be qualified not only to teach the respective subject matter but also to teach students how to learn this subject matter”. Since then, a wealth of studies has demonstrated the beneficial effects of cognitive and metacognitive strategies for good quality learning. For example, Roebers, Cimeli, Röthlisberger and Neuenschwander (2012) proposed that declarative metacognitive knowledge directly and substantially influences students’ academic outcomes, having been shown, for example in PISA studies, to have a long-term impact on school careers and a short term impact on test performance. Similarly, Roebers et al. argued, metacognitive monitoring and control processes account for individual differences in test performance, controlling for psychometrically tested intelligence. Hattie’s (2009, pp. 297-300) meta-analysis overviewed a range of effect sizes (Cohen’s $d$) for study skills instruction involving cognitive, metacognitive and affective components, revealing an average effect size of 0.59, with a higher average effect of 0.69 for metacognitive strategy instruction. Hattie argued that study skill instruction can be effective on its own for acquiring surface level information, but is more effective when embedded within the subject matter domains in order to assist with deeper levels of understanding.

The Development of Cognitive and Metacognitive Strategies

Models of the development of expertise have suggested that subject matter knowledge, and cognitive and metacognitive strategy knowledge, develop in concert with each other. For example, Alexander, Jetton and Kulikowich’s (1995) model of domain expertise proposes concurrent rises in knowledge, interest and learning strategies as learners maintain their engagement with an area of study. Similarly, Chi (1985) argued that both subject-matter knowledge and strategy knowledge are essential components of developing expertise. Van der Stel and Veenman’s (2010) study of the development of early adolescents’ metacognitive skills found a continuous growth of metacognitive
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skills with increasing age, accompanied by intellectual growth. In their study, 14 year old students performed more and better planning activities in maths than 13 year olds. In the subject of history, 14 year olds evaluated their work more frequently and at a higher level. Van der Stel and Veenman’s findings are partially consistent with a review of the strategy development literature reported by Hübner, Nückles, and Renkl (2010). Hübner et al. collated research findings to indicate that high school students from ages 10 to 16 develop more sophisticated cognitive and metacognitive strategies (Pintrich & DeGroot, 1990), that 5th graders use elaborations less frequently than 12th graders (Beuhring & Kee, 1987) and similarly, that 5th graders report less use of self-regulated learning strategies than 8th graders (Zimmerman & Martinez-Pons, 1990). However, Schwonke et al. (2013) have argued that although domain knowledge has the potential to facilitate the development of metacognitive knowledge and strategies, the development of metacognition is neither an automatic nor guaranteed partner to increased domain knowledge.

A consistent message from the literature is that, notwithstanding developmental progression, some learners continue to demonstrate learning strategy deficits (e.g., Askell-Williams, Lawson, & Skrzypiec, 2012; Brown, Bransford, Ferrara, & Campione, 1983; Winne, 2005) suggesting that some students do not implicitly, vicariously, or through osmosis, absorb effective learning strategies as they grow older. Indeed, Schneider (2010) argued that memory development is not necessarily due to maturation, but rather, due to education and practice. Furthermore, a five week study that traced log files of elementary students’ study strategies by Malmberg, Järvenoja and Järvelä (2013) indicated that actual use of study strategies may not be predictable based upon whether the students possess the relevant strategy knowledge. Malmberg et al. reported that students’ strategic actions varied according to their ability and task difficulty. In that tracking study, whereas both high- and low-achieving students adopted similar strategies in favourable learning situations, when the learning situation was considered challenging, low-achieving students resorted to using surface-level strategies. Schwonke and colleagues’ (2013) advice about the need to develop students’ conditional metacognitive knowledge is particularly relevant here.

In summary, there is strong evidence from the literature about links between effective learning strategies and good quality learning. There are arguably intuitive and explicit expectations that as students mature and are exposed to more years of schooling and engagement with their subject matter, they would demonstrate increased use of effective cognitive and metacognitive strategies for learning. That is because, alongside instruction in the various subject-matter domains, students might be receiving both informal and formal instruction in, and opportunities to practise, the various cognitive and metacognitive strategies required to support their acquisition of subject-matter knowledge. However, authors such as Bransford, Brown and Cocking (2000) and Hattie (2009) have argued that the value of cognitive and metacognitive strategies is not recognised by teachers and students in many classrooms. If this is the case, expectations that students’ cognitive and metacognitive strategy knowledge will grow during their schooling years may be ill-founded.

Whereas school students are regularly subjected to calibrated tests to measure growth in their subject matter knowledge (e.g., NAPLAN ACARA, 2011; PISA OECD, n.d.), tests to measure growth in other areas, such as learning strategies, are rare. In the research literature, longitudinal studies about students’ cognitive and metacognitive growth usually deal with relatively short time frames, typically of a few months to a couple of years (e.g., van der Stel & Veenman, 2010). In this chapter we address this gap in the literature with a five-year study that investigates students’ reported use of selected cognitive and
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metacognitive strategies as they progress through their secondary schooling.

Research Questions

1. Do students report increased use of good quality cognitive and metacognitive strategies for learning as they progress through secondary school?
2. Do students’ reports vary by gender, school, year level and learning strategy groups?

METHOD

Sample

A questionnaire was administered to students attending three metropolitan secondary schools in Adelaide, South Australia, at the end of each academic year for five consecutive years. Two schools were rated as minimum disadvantage schools on the Departmental Index of Educational Disadvantage with, respectively, 12% and 17% of students receiving school fee relief. The third school was rated as high disadvantage with approximately 79% of students receiving school fee relief. A limitation of this study is that only schools in the Adelaide metropolitan area of South Australia were included in this study.

Ethics

Ethics approvals were obtained from the Flinders University Social and Behavioural Research Ethics committee and from the South Australian Department of Education and Child Development. Agreement to conduct the study was obtained from each site manager. Consent to participate was obtained from parents and students. Participation in the study was informed, voluntary and confidential.

Questionnaire Design

For the design of the questionnaire items we reviewed previous questionnaires and checklists (such as PALS, Midgley et al., 2000; MSLQ, Pintrich & DeGroot, 1990; SEM, Schraw & Dennison, 1994). For the cognitive items, we adopted Mayer’s (1998) framework of three stages of knowledge acquisition, namely, focussing attention, elaborative processing, and organising and summarising. For the metacognitive items, we adopted the conceptual categories of monitoring of knowledge, and control of thinking processes and learning activities (e.g., Pintrich, 2004). In order to keep the questionnaire relatively short, (both to fit into the time span of a regular class lesson and also to keep students’ interest), we reduced the initial large item bank to 11 items (see Table 1) that represented a range of areas of cognitive and metacognitive strategy use promoted in the literature as being important. With a view to provoking students to think about a subject where they were succeeding and where their strategy knowledge

Table 1. Cognitive and metacognitive strategies

| I draw pictures or diagrams to help me understand this subject |
| I make up questions that I try to answer about this subject |
| When I am learning something new in this subject, I think back to what I already know about it |
| I discuss what I am doing in this subject with others |
| I practise things over and over until I know them well in this subject |
| I think about my thinking, to check if I understand the ideas in this subject |
| When I don’t understand something in this subject I go back over it again |
| I make a note of things that I don’t understand very well in this subject, so that I can follow them up |
| When I have finished an activity in this subject I look back to see how well I did |
| I organise my time to manage my learning in this subject |
| I make plans for how to do the activities in this subject |
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would be most likely to be used, students were asked to think about the subject that they “do best at”, when they responded on 7-point Likert scales, (Strongly Disagree [1] to Strongly Agree [7]) to the 11 items shown.

Results

Table 2 illustrates the sampling design for the study, showing that some students contributed data to all five years of data collection, whilst other students were available for shorter periods of time. Participant attrition occurred over the five years due to a number of factors, including administrative arrangements at the school level, students transferring between schools, and some students not completing five years of secondary schooling. A limitation of this study is the possibility that students who dropped out of the study may have different characteristics to students who remained.

Demographic Characteristics of Participants

Questionnaires were distributed in class to students who were present on the day. Therefore the response rates within each class in each year were almost 100%, with only rare students failing to submit completed questionnaires at the end of the lesson. Questionnaires with invalid responses, and consistently extreme responses (e.g., all “Strongly Agree”) comprised less than 1 per cent of the sample and were discarded, leaving 4145 valid questionnaires. Approximately 9% of students reported that their parents spoke a language other than English at home. Students’ ages ranged from 11 to 15 years (M = 13.4 years; SD = .94), with 49% boys, 44% girls and 7% gender not stated. The proportion of students identifying as Aboriginal or Torres Strait Islander was less than 1% in each of two schools, and approximately 9% in the third school. Students’ nominations of their “best subject”, designed to elicit their learning strategies in the most favourable circumstances, ranged widely. Table 3 shows the subject nominations in 2009, ranging from 1 student nominating Electronics, to 477 students nominating Health and Physical Education. Frequencies of subject nominations in the other years of data collection were similar.

Principal Components Analysis

The 11 cognitive and metacognitive questionnaire items were subjected to Principal Components Analysis (PCA) (conducted separately for each year of data collection). The correlation matrices of the items showed that most coefficients were above .2 and below .6, indicating that the items were suitable for PCA. A Learning Strategies factor was identified, accounting for 42.2% of the variance in 2007 to 50.5% of the variance in 2011, with all item weightings above .4. The Kaiser-
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Table 3. Numbers of students nominating each school subject as their “best”

<table>
<thead>
<tr>
<th>Subject</th>
<th>No.</th>
<th>Subject</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronics</td>
<td>1</td>
<td>Media</td>
<td>10</td>
</tr>
<tr>
<td>Geography</td>
<td>1</td>
<td>Craft</td>
<td>11</td>
</tr>
<tr>
<td>Integrated Studies</td>
<td>1</td>
<td>Biology</td>
<td>15</td>
</tr>
<tr>
<td>Learning Support</td>
<td>1</td>
<td>Humanities</td>
<td>16</td>
</tr>
<tr>
<td>Sex Education</td>
<td>1</td>
<td>Photography</td>
<td>17</td>
</tr>
<tr>
<td>Accounting</td>
<td>2</td>
<td>History</td>
<td>18</td>
</tr>
<tr>
<td>Chess Club</td>
<td>2</td>
<td>Information Technology</td>
<td>24</td>
</tr>
<tr>
<td>Robotics</td>
<td>2</td>
<td>Foreign languages (various)</td>
<td>36</td>
</tr>
<tr>
<td>Philosophy</td>
<td>3</td>
<td>Dance</td>
<td>52</td>
</tr>
<tr>
<td>All subjects</td>
<td>5</td>
<td>Drama</td>
<td>58</td>
</tr>
<tr>
<td>Legal Studies</td>
<td>6</td>
<td>Society &amp; Environment</td>
<td>65</td>
</tr>
<tr>
<td>Tourism</td>
<td>7</td>
<td>Science</td>
<td>76</td>
</tr>
<tr>
<td>Computing</td>
<td>8</td>
<td>Food Technology</td>
<td>80</td>
</tr>
<tr>
<td>Physics</td>
<td>8</td>
<td>Music</td>
<td>91</td>
</tr>
<tr>
<td>Psychology</td>
<td>8</td>
<td>Technical studies</td>
<td>132</td>
</tr>
<tr>
<td>Business Studies</td>
<td>9</td>
<td>Art</td>
<td>237</td>
</tr>
<tr>
<td>Chemistry</td>
<td>9</td>
<td>Maths</td>
<td>310</td>
</tr>
<tr>
<td>Family Studies</td>
<td>9</td>
<td>English</td>
<td>342</td>
</tr>
<tr>
<td>All subjects</td>
<td>57</td>
<td>Health &amp; Physical Educ.</td>
<td>477</td>
</tr>
</tbody>
</table>

NB: Some students nominated more than one subject.

Meyer-Olkin values exceeded .9, exceeding the recommended value of .6 (Kaiser, 1970, 1974). The Bartlett Tests of Sphericity (Bartlett, 1954) reached statistical significance ($p < .0001$). Communalities ranged from .2 to .6. Scale reliabilities (Cronbach’s Alpha) were above the minimum recommended value of .7 (Field, 2006).

The PCA confirmed the factor structure of the 11 items. However, the resulting factor scores, ranging from -3 to +3, showed little resemblance to the original Likert scale scores of 1: Strongly Disagree to 7: Strongly Agree, making subsequent analyses difficult to disseminate to a broader audience. Therefore, we calculated a Learning Strategies score for each student based upon each student’s averaged (mean) item scores. Analyses using students’ factor scores and averaged scores were substantively similar. Therefore, in order to maintain a connection with the meaning of the original Likert scales, we used students’ averaged Learning Strategies scores for subsequent analyses and the results reported in this chapter.

We sorted students into four learning strategies groups based upon the students’ initial (2007) Learning Strategies scores. This generated four groups, namely, low (< 1SD below mean); low-medium (1SD below mean to mean); medium-high (mean to 1SD above mean); and high: (> 1SD above mean). Next, students’ Learning Strategies scores for 2008 to 2011 were corrected using the formula proposed by Nielsen, Karpatschof and Kreiner (2007) to account for potential regression to the mean that may occur when participants are categorised according to their scores on occasion one and those scores are compared to their scores in future years, as was the case in this study.
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Figure 1. Mean scores of the 11 Learning Strategies scale for all students in each year of data collection 2007-2011

Descriptive Statistics

Our first research question asked whether students reported increased use of cognitive and metacognitive strategies for learning as they progress through secondary school. Figure 1 shows the mean scores of the 11-item Learning Strategies scale for all students in each year of data collection. It can be seen from this cross-sectional information that the mean scores are slightly above the mid point on the 7-point Likert scale, and show little variation over the five years. This descriptive analysis shows little differentiation, so the next step in our analysis was to use Hierarchical Linear Modelling (HLM) to investigate within-student and between-student variations over time.

The HLM Analysis

Our second research question asked whether students’ reports varied by gender, school, year level and learning strategy group. To investigate this question we undertook two-level HLM (V6)^2. HLM is capable of handling missing data, such as where students left the school, or missed a year due to illness or other reasons.

To begin, the two-level null model with no predictors using full maximum likelihood estimation was tested, as specified in Equation 1.

Equation 1: The Null Model

\[
\text{LEARNING STRATEGIES} = P0 + E
\]

\[
P0 = B00 + R0
\]

The reliability of the intercept in the null model was 0.811. The Deviance was 12802.623, which provides a baseline for comparing subsequent models containing predictors. The level 2 intercept was significant at \( p = 0.000 \), accounting for 63% of the variance^3, thus indicating a between student effect and confirming that multi-level modelling is appropriate for this data set. The residual level 1 variance (within student) was 37%, which also provides a point of comparison for models with more predictors.
The second, intermediate step, was to add the main predictor of interest in this study (Palardy, 2013), namely TIME, which was entered at level 1, uncentred, coded 0,1,2,3,4 for the years 2007 to 2011 respectively. Equation 2 sets out the baseline model.

**Equation 2: The Baseline Model**

Let\( \text{LEARNING STRATEGIES} = \beta_0 + \beta_1 \times \text{TIME} + \epsilon \)

\[ P_0 = B_{00} + R_0 \]

\[ P_1 = B_{10} + R_1 \]

The reliabilities in the intermediate model were .632 for the intercept and .128 for the slope (TIME), exceeding the minimum threshold of 0.05 (Bryk & Raudenbush, 2002). The Deviance was 12591.647, which was 210.976 less than the null model and significant at \( p = 0.000 \). The level 2 intercept continued to be significant at \( p = 0.000 \). However, the slope of TIME was not significant \( (p = 0.175) \), contradicting our expectation that as students spend more years in secondary school they would report increased use of demonstrably valuable learning strategies. However, as a finding of no significant change over time in students’ reported learning strategies would be as theoretically important as a finding of significant change, we retained TIME in the next stage of the HLM analysis.

The third step in our analysis was to specify the full model, by adding predictors to the student level (level 2) of the HLM analysis. The variables were specified as follows:

- Level 1: within student effects
  - TIME remained entered at level 1, uncentred, coded 0,1,2,3,4 for the years 2007 to 2011 respectively\(^4\).

- Level 2: between student effects
  - Four GROUPS of students, which were categorised according to their averaged Learning Strategies scores were represented by dummy variables, (coded 0:1), namely, low; low-medium; medium-high, with the fourth group, high, acting as the reference group.
  - GENDER was coded Boys 0; Girls 1.
  - SCHOOL was represented by dummy variables (coded 0:1), namely school A; school B, with school C acting as the reference group.
  - In addition, YEAR LEVEL was coded according to students’ actual year level (grade) in 2007, namely, Year 7, 8 or 9, entered centred. This variable showed no significant effects on the intercept or the slope and was dropped from the full model.

The level 2 estimators of the level 1 intercept and slope were both modelled as potential random effects, as shown in Equation 3.

**Equation 3: The Final Two-Level Random Coefficients Model**

**Level-1 Model**

\[ \text{LEARNING STRATEGIES} = \beta_0 + \beta_1 \times \text{TIME} + \epsilon \]

**Level-2 Model**

\[ \beta_0 = B_{00} + B_{01} \times \text{GEND} + B_{02} \times \text{SCH A} + B_{03} \times \text{SCH B} + B_{04} \times \text{LS-LO} + B_{05} \times \text{LS-LM} + B_{06} \times \text{LS-MH} + R_0 \]

\[ \beta_1 = B_{10} + B_{11} \times \text{GEND} + B_{12} \times \text{SCH A} + B_{13} \times \text{SCH B} + B_{14} \times \text{LS-LO} + B_{15} \times \text{LS-LM} + B_{16} \times \text{LS-MH} + R_1 \]

The final full maximum likelihood HLM analysis is displayed in Figure 2. Between student effects are modelled at level 2, and within-student effects (changes over time) are modelled at level 1.

We deal first with the diagnostic statistics associated with the full HLM analysis. The reliability estimates were 0.133 for the intercept and 0.286 for the slope (TIME). From Table 4 it can be seen...
that the likelihood ratio test indicated a reduction in deviance, from the null 3 parameter model to the 18 parameter final model, of 10902.858, an amount significant at p = 0.000, indicating a better fitting model. The test of homogeneity of level 1 variance was not significant, as required.

Estimates of effect sizes for the overall model were based upon reductions in level 1 and level 2 variances. The reductions in variance were calculated based upon models with random intercepts, but with the slopes fixed, in order to avoid computational difficulties associated with covariance of random effects (see Garson, 2013; Snijders & Bosker, 2012). Table 4 shows two calculations of effect sizes ($R^2$). The first, between the null model and the final model, and the second between the intermediate baseline model and the final model. The effect sizes are very similar, indicating that approximately 50% of the variance in the initial (null) model is accounted...
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for by the final random intercept (only) model, which acts as an approximation of the effect size for the final model, controlling for other variables in the models. These broad estimates indicate that the addition of explanatory variables to the final model accounted for a relatively large effect between students, and a relatively much smaller effect within students (i.e., TIME).

Table 5 shows the final model, with random intercepts and random slopes. The INTERCEPT1 term is variance associated with the level 2 (between-student) effects. (Recall that in this model, each individual student is a “group” containing up to five points of data collection). The level 2 intercept, which was modelled as a function of student, gender, school and learning strategies group at level 2, has a variance component of 0.067, and in the final model no longer exerts a significant effect on the mean Learning Strategies score (the intercept). Meanwhile, the “TIME slope” term is the variance associated with random effects on the slope of time as a predictor of Learning Strategies scores. This random effect, which was modelled as a function of student, gender, school and learning strategies group at level 2, has a variance component of 0.046, and although small is significant at p = 0.000. The level 1 residual variance component of 0.585 indicates remaining within-student variation.

Table 6 displays the fixed effects for the final model. No substantive differences were observed between the ordinary standard errors and the robust standard errors, indicating no substantial violations of data assumptions. There are seven fixed effects significant at $p < .05$, controlling for other variables in the model. Estimates of effect sizes for the fixed effects in the model were obtained by calculating (partial) $r = \sqrt{\frac{t^2}{t^2 + df}}$ with small effects approximately represented by $r > 0.1$; medium effects represented by $r > 0.24$; and large effects represented by $r > 0.37$ (Kirk, 1996).

Table 4. Diagnostic statistics for the successive HLM analyses

<table>
<thead>
<tr>
<th>Statistics for covariance components model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviance = 10902.858325</td>
</tr>
<tr>
<td>Number of estimated parameters = 18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>df</th>
<th>Chi-Square</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model comparison test (null vs final model)</td>
<td>15</td>
<td>1899.765</td>
</tr>
<tr>
<td>Test of homogeneity of level-1 variance</td>
<td>884</td>
<td>334.659</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Effect size estimates based upon variance components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
</tr>
<tr>
<td>Null (Empty)</td>
</tr>
<tr>
<td>INTERCEPT1</td>
</tr>
<tr>
<td>TIME slope</td>
</tr>
<tr>
<td>LEVEL-1, E</td>
</tr>
<tr>
<td>TOTAL</td>
</tr>
</tbody>
</table>

Effect size A: $1-(\text{sum D/sum A}) = 0.511$
Effect size B: $1-(\text{sum D/sum B}) = 0.505$

* significant at $p = 0.000$
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From Table 6, beginning with effects on the intercept, the coefficient for gender is not significant. The coefficient for school B is significantly different from the reference Group, school C, \((p < .05)\) with a very small effect size.

Of most interest are the effects for the learning strategies groups, which show significant differences. With the intercept of the high learning strategy group operating as the reference, \((5.78)\), the coefficients for the intercepts for the other three groups reflect the differences between the four groups’ mean Learning Strategies scores \((-1.11\text{ Med-Hi}; -2.10\text{ Low_Med}; -3.29\text{ Med-Hi})\). Effect sizes for differences between the groups on their intercepts are large, ranging from 0.50 to 0.80.

Next, the slope for time represents change for the reference group (boys, learning strategies group - high, school C). This means that for each one year increase in time, the reference group’s Learning Strategies score reduced by \(-.03\), which

### Table 5. HLM model fit and random effects

<table>
<thead>
<tr>
<th>Random Effect</th>
<th>Standard Deviation</th>
<th>Variance Component</th>
<th>df</th>
<th>Chi-square</th>
<th>P-value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTERCEPT1, RO</td>
<td>0.258</td>
<td>0.067</td>
<td>1071</td>
<td>816.427</td>
<td>&gt;.500</td>
<td></td>
</tr>
<tr>
<td>TIME slope, R1</td>
<td>0.215</td>
<td>0.0467</td>
<td>1071</td>
<td>1269.668</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Level-1, E</td>
<td>0.765</td>
<td>0.5857</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The chi-square statistics reported above are based on only 1078 of 1306 units that had sufficient data for computation. Fixed effects and variance components are based on all data.

### Table 6. HLM fixed effects (with robust standard errors)

<table>
<thead>
<tr>
<th>For INTERCEPT 1, P0</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Approx T-ratio</th>
<th>d.f.</th>
<th>P-value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTERCEPT 2, B00</td>
<td>5.78</td>
<td>0.06</td>
<td>99.39</td>
<td>1299</td>
<td>0.00</td>
<td>0.94</td>
</tr>
<tr>
<td>GENDER, B01</td>
<td>0.05</td>
<td>0.03</td>
<td>1.37</td>
<td>1299</td>
<td>0.17</td>
<td>0.04</td>
</tr>
<tr>
<td>SCHOOL A, B02</td>
<td>0.08</td>
<td>0.04</td>
<td>1.83</td>
<td>1299</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>SCHOOL B, B03</td>
<td>0.10</td>
<td>0.04</td>
<td>2.37</td>
<td>1299</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>STRATEGIES GROUP LOW, B04</td>
<td>-3.29</td>
<td>0.07</td>
<td>-47.52</td>
<td>1299</td>
<td>0.00</td>
<td>0.80</td>
</tr>
<tr>
<td>STRATEGIES GROUP LO-MED, B05</td>
<td>-2.10</td>
<td>0.05</td>
<td>-39.52</td>
<td>1299</td>
<td>0.00</td>
<td>0.74</td>
</tr>
<tr>
<td>STRATEGIES GROUP MED-HI, B06</td>
<td>-1.11</td>
<td>0.05</td>
<td>-20.77</td>
<td>1299</td>
<td>0.00</td>
<td>0.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>For TIME slope, P1</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Approx T-ratio</th>
<th>d.f.</th>
<th>P-value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTERCEPT2, B10</td>
<td>-0.03</td>
<td>0.04</td>
<td>-0.62</td>
<td>1299</td>
<td>0.53</td>
<td>0.02</td>
</tr>
<tr>
<td>GENDER, B11</td>
<td>0.08</td>
<td>0.02</td>
<td>3.75</td>
<td>1299</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>SCHOOL A, B12</td>
<td>0.05</td>
<td>0.03</td>
<td>1.73</td>
<td>1299</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>SCHOOL B, B13</td>
<td>0.11</td>
<td>0.03</td>
<td>3.30</td>
<td>1299</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>STRATEGIES GROUP LOW, B14</td>
<td>-0.02</td>
<td>0.04</td>
<td>-0.54</td>
<td>1299</td>
<td>0.59</td>
<td>0.02</td>
</tr>
<tr>
<td>STRATEGIES GROUP LO-MED, B15</td>
<td>0.00</td>
<td>0.04</td>
<td>1.28</td>
<td>1299</td>
<td>0.20</td>
<td>0.04</td>
</tr>
<tr>
<td>STRATEGIES GROUP MED-HI, B16</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>1299</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
was not significant, controlling for other variables in the model.

The change over time (slope) for girls was significantly more positive than for boys (p < .001), with a small effect size, controlling for other variables in the model. A recalculation of the model with girls as the reference group also found no significant overall effect over time, even though there was a difference between boys and girls.

The change over time (slope) for school B was significantly more positive than the change over time for the reference group, school C (p < .01), with a small effect size, controlling for other variables in the model. Recalculations of the model, whereby each school was alternated as the reference group, found no overall significant effect over time, even though there were small differences between the schools.

There were no apparent differences between learning strategies groups in their rate of change over time, controlling for other variables in the model.

To summarise, the major findings of interest for this paper are the large learning strategies group effects on the intercept, associated with the lack of significant change over time, for all four learning strategies groups, in mean scores over five years of secondary schooling. Small differences between the three schools and boys/girls were also apparent.

DISCUSSION AND CONCLUSION

To assist with conceptualising the above results, we used the coefficients in Table 6 to create Figure 3, which displays the estimated mean Learning Strategies scores for boys and girls, for each of the four learning strategies groups, in each school.

Of immediate concern is that students’ reports of their learning strategy use do not increase much over five years, even though it might be anticipated that as school work increases in complexity, good quality learning strategies would be highly advantageous. Secondly, it is notable that the separation between the learning strategy groups, which was determined in the first year of data collection, remains over the five years (recall that this is even with the use of “corrected” scores to accommodate potential regression to the mean). In none of the three schools did a lower group move up into the trajectory of a higher group. In school A, the trajectories for girls rise slightly but for boys are virtually flat. In school B, trajectories for girls and boys rise slightly. In school C the trajectories for girls and boys show very little growth.

Important, in all schools, the trajectories for the lowest two groups barely rise above the mid point of the Learning Strategies scale, indicating that students in these groups report that they use the strategies identified in our questionnaire relatively infrequently at the beginning, and at the end, of their schooling.

In summary, our findings did not support our hope that as students progressed through high school there would be evidence of more frequent use of useful learning strategies. Why might this be so? According to Dignath-van Ewik and van der Werf (2012, p.8) “the area of direct strategy instruction has somehow got lost in teachers’ minds (or has never existed)”. Similarly, Dunlosky (2013) noted that some teachers tend to over-emphasise the importance of the subject-matter content of their lessons and undervalue the advantages associated with detailed learning strategy knowledge. Such teachers are content to rely heavily on strategies such as highlighting and repetition which, while important, cannot substitute for strategies that support other key components of self-regulated learning, such as metacognitive knowledge. In a reciprocal fashion, some students lack knowledge about, or undervalue, good quality learning strategies (Hogan, 1999; Malmberg et al., 2013). Students need knowledge about strategies for self-regulated learning, because in a typical classroom group-learning situation they must direct much of their own learning: A single teacher has very limited time for one-on-one interaction
Figure 3. Estimated mean Learning Strategies scores
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Changes in Students’ Cognitive and Metacognitive Strategy Use over Five Years of Secondary Schooling

Galton and Pell found that the largest groups of engaged students they observed (43.8%) adopted what they termed a solitary worker approach, in which, “Although they sit in groups, for nearly 70% of the time they work on their own. Their contact with the teacher mainly involves being part of his/her audience when nobody in the class is in focus” (p.29). As Hattie (2009) noted, most students are, in a real sense, acting as their own teachers. The disappointing results for growth in students’ cognitive and metacognitive strategy use reported in this chapter lends support to the need for explicit cognitive and metacognitive strategy instruction in the secondary school years.
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**ADDITIONAL READING**


**KEY TERMS AND DEFINITIONS**

**Cognitive Strategies:** Strategies for learning subject-matter, such as generating questions, taking notes, making mental images, and drawing concept maps (Kiewra, 2002; Novak, 1990).

**Effect Size:** A measure that describes the size of the difference between two groups.

**Hierarchical Linear Modelling (HLM):** Hierarchical linear models and multilevel models are variant terms for what are broadly called linear mixed models (LMM). These models handle data where observations are not independent, correctly modeling correlated error… [adjusting] observation-level predictions based on the clustering of measures at some higher level or by some grouping variable (Garson, 2013, pp. 3-4).

**Metacognitive Knowledge and Control:** Declarative, procedural, and conditional knowledge, and regulation (including planning, monitoring, evaluation), that directs the use of cognitive strategies (Schraw et al., 2006).

**Self-Regulated Learning:** The modulation of affective, cognitive, and behavioral processes throughout a learning experience to reach a desired level of achievement (Sitzman & Ely, 2011, p.421).

**ENDNOTES**

1 The Index of Educational Disadvantage was developed using a combination of Education Department and Australian Bureau of Statistics data. It groups all schools into one of seven ranks of educational disadvantage based on four measures: parental income; parental education and occupation; Aboriginality; and student mobility.
With only three schools, it was not possible to undertake 3-level HLM, as there would have been too few units at level three of the model (Garson, 2013). We therefore used two-level HLM, and added SCHOOL as a dummy variable at level 2.

The percentage of variance accounted for at level 2 equates to the Intraclass Correlation, i.e., \( \frac{1.24}{1.24 + .73} \) = 0.63.

TIME was also tested as a quadratic variable, but the effects were trivial.