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SUMMARY

Risk-taking is associated with increased morbidity and mortality among adolescents, with insufficient sleep a potential factor contributing to heightened risk-taking propensity in this age group. A systematic review of the evidence examining the relationship between sleep duration and risk-taking in adolescents was conducted using PsycINFO, PubMed, Medline, Scopus, and CINAHL databases. These searches identified 26 studies including 579,380 participants, 24 of which were appropriate for meta-analysis. Pooled results indicated that insufficient sleep was associated with 1.43 [1.26, 1.62] times greater odds of risk-taking. This relationship was witnessed across diverse categories of risk-taking, including alcohol use, drug use, smoking, violent/delinquent behaviour, transport risk-taking/road safety, sexual risk-taking and trait risk-taking. Risk of bias analysis showed that the quality of the included studies was mixed. Further, few studies utilized either longitudinal or experimental designs, thus limiting causal conclusions. These findings highlight the importance of further research to examine the causal relationship between sleep duration and risk-taking and to elucidate the mechanisms that underpin this relationship.
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Abbreviations

BART Balloon analogue risk task
DDT Delayed discounting task
HDI Highest density interval
ROPE Region of practical equivalence
TIB Time in bed
TST Total sleep time
INTRODUCTION

Risk-taking is endemic among adolescents, with risky behaviour such as drug and alcohol use, risky driving, unprotected sex, gambling, and petty crime prevalent in this age group (1-5). Adolescents are more likely to take risks than either children or adults (6). Resultantly, unintentional injury is a leading cause of death among adolescents worldwide, accounting for the largest number of adolescent deaths in the U.S. (7). Thus, it is imperative to understand factors that may help mitigate the detrimental consequences of risk-taking in this age group.

Sleep loss is one factor that may heighten risk-taking propensity (8). Extant empirical research supports a relationship between sleep loss and risk-taking propensity in adults (9, 10), with sleep loss associated with greater risk-taking on gambling tasks, whilst driving, in the workplace, and in relation to health behaviours including smoking, drug use, and alcohol intake (11-17). The means by which sleep loss is argued to heighten risk-taking is through its detrimental effects on brain regions important for risk-taking and decision making, such as the prefrontal cortex (18).

Compared with adults, less is known about the relationship between sleep loss and risk-taking in adolescents. Research including adolescent participants is crucial due to the prevalence of both risk-taking and insufficient sleep in this age group. Current recommendations suggest eight to 10 hours’ sleep per night for adolescents (19-21), but the sleep of many adolescents falls well short. In countries such as Singapore, Korea and Taiwan, sleep durations of five to six hours per night are common (22-24), while in the U.S., the majority of adolescent obtain less than eight hours of sleep on school nights (25). In addition, there are several salient reasons why results from studies of adults cannot be generalised to adolescents: adolescents need more sleep than adults for optimal functioning; they have a
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Different psychosocial milieu; they are exposed to more novel risk-taking decisions; and their brains are less developed, developing faster in regions related to heightened sensation seeking and risk-taking yet relatively underdeveloped in regions crucial to decision-making and inhibition of risk-taking (19, 26, 27).

One systematic review summarised studies examining the relationship between sleep and risk-taking in adolescents, finding that inadequate sleep was related to increased risk-taking (28). This study included a range of sleep variables, including sleep duration, sleep disturbance, sleep problems, daytime sleepiness, tiredness and insomnia, and did not meta-analyse studies. As aspects of sleep and daytime functioning are not unitary, they likely have differing relationships with risk-taking. In addition, the research attention given to this emerging field has grown substantially in recent years, with preliminary searches revealing that approximately half of all original research in this area was published within the last five years. Therefore, a review of the literature is timely and important. The present review updates and extends previous findings by examining sleep duration specifically, and meta-analysing results to identify the pooled effect size (and range of credible values) for this relationship. The meta-analytic approach confers several advantages, such as enabling more accurate conclusions by summarizing the overall effect size and allowing a more nuanced understanding of the relationship when statistically testing for factors that moderate this relationship. In the absence of meta-analysis, there is a tendency in some reviews to tally and compare the number of significant versus non-significant findings. Meta-analysis avoids the focus on results significance testing, which is affected by factors such as sample size and variability, rather focusing on effect size (29, 30).

Our systematic review identified, meta-analysed, and critically appraised literature examining the relationship between sleep duration and risk-taking in adolescents to answer the following questions: 1) Is there a relationship between sleep duration and risk-taking in
adolescents? 2) Does this relationship vary according to type of risk-taking behaviour, age, study design, country, or how sleep is operationalised? 3) What are the key areas for future research? This review conforms to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) recommendations (31).

METHODS

Relevant literature was sourced using PsycINFO, PubMed, Medline, Scopus, and CINAHL databases to include original research that spans psychology, medicine, social sciences, neuroscience, and education. The ancestry method was used to capture additional studies. Search terms included sleep* AND duration* OR depriv* OR loss OR total OR restrict* OR lack OR amount* OR insufficien* OR poor OR time OR hour OR short* OR impair* OR inadequate* OR debt* OR no sleep AND risk* AND take OR takers OR taker OR taking OR seek* OR decision* OR behavio* AND adolescen* OR teenager* OR teen OR teens OR youth*. Publications were included if they were primary peer-reviewed journal articles, articles in press, or academic theses, were published in English, examined the relationship between sleep duration and risk-taking, and included participants who were adolescents. Studies were deemed to include a measure of sleep duration if they assessed length of nightly sleep using measures such as total sleep time, sleep minutes, sleep period (time elapsed between sleep onset and offset), or time in bed. Risk-taking is defined as decision making, occurring prior to an action, which has the capacity to lead to negative outcomes (32). Thus, studies were included if they included a measure of risky decision-making. Adolescence is defined as the period from 10 to 19 years, as per the World Health Organisation definition (33). Studies examining clinical populations or pharmacological interventions were excluded. Searches were conducted on April 9, 2017. Exclusion criteria were not applied regarding the date of publication to capture all relevant published original research.
For each eligible study, data were extracted regarding authors, year of publication, location, age range, sample size, measures, study design, and effect size. As the majority of the studies identified utilised cross-sectional designs, study quality and risk of bias were assessed using key indicators of the three primary sources of bias for cross-sectional studies: selection bias, information bias, and confounding (34). Selection bias was assessed using three indicators: Were inclusion criteria given and applied uniformly? Did the sampling strategy achieve a sample representative of the target population? Was the response rate ≥80%? Information bias refers to the reliability and validity of study measures. As subjective measures contain a higher risk of bias due to factors such as social desirability responding and inaccuracy, information bias was assessed using two indicators: Was the IV(s) measured objectively? Was the DV(s) measured objectively? Finally, the risk of confounding variables was assessed using one indicator: Did the study assess and statistically adjust for confounding variables?

Statistical Analyses

We used a Bayesian meta-regression approach (35, 36) to meta-analyze the included studies (see the supplement s1 for full details of the model). As most studies reported odds ratios, we converted all effect sizes to log odds ratios\(^1\) (37) for analysis. The effect sizes were coded to represent the odds of risk-taking behaviour in insufficient versus sufficient sleep; thus, higher values represent more risk-taking with less sleep. Each effect size was classified according to the category of the risk-taking measured used: drug use, alcohol use, smoking, sexual risk-taking, violent/delinquent behaviour, risk-taking related to transport/road safety, gambling, and trait risk-taking. We hierarchically modelled a separate log odds ratio for each

\(^1\) For ease of interpretation we report odds ratios, but all analyses were conducted on log odds ratios.
category\textsuperscript{2} with all drawn from an overarching normal distribution, the mean of which reflects the overall effect size estimate. Further, we included study as a random effect, allowing each category estimate to vary by study. Finally, we included age range as a covariate in all analyses. Specifically, the (mean centred) minimum and maximum ages were included as predictors. Where studies reported grades and not age, grades were converted to indicate age minimums from 13 to 17 years for grades eight to 12, respectively, and age maximums of 14 to 18. Coefficients for both were estimated for each category, but again these were drawn from an overarching normal distribution reflecting the overall impact of the age range bounds on the estimated effect size. We also created additional models to investigate the impact of potential moderators of the relationship between sleep duration and risk-taking. These models allowed the effect size estimate for each category to vary by levels of the moderator.

Unlike frequentist analyses, the result of a Bayesian analysis is a distribution of the plausible parameter values (the posterior distribution), not a single point estimate. We present the mean of the distribution as a summary of the most credible values (i.e., our best estimate of the relevant value) and represent uncertainty in the estimates with 95% Highest Density Intervals (HDI; presented in text inside \([\)]s). HDIs are similar to frequentist confidence intervals, but have a number of properties allowing easier interpretation. Specifically, unlike confidence intervals, the 95% HDI represents a range of values that, given the data and modelling assumptions, we can be 95% confident contains the true value. Further, the HDI is calculated such that any value within the HDI is a more credible parameter value than all values outside. Thus, when the HDI does not include an odds ratio of 1, we can be 95% confident that the odds ratio differs from 1. However, comparison with an exact value is not a

\textsuperscript{2} Due to the small number (and size) of studies reporting effect sizes for gambling, we were unable to estimate the gambling effect size with enough precision to make any sensible interpretations. Specifically, we could be 95% sure that the true gambling odds ratio in these studies is between .5 and 2. Consequently, we have excluded the gambling category from further results presentations, but it was still included in all analyses. Thus, the gambling results still contributed to our estimates of overall effect size and the overall impact of moderators.
good basis for inference, so we use the region of practical equivalence (ROPE; (38)) as a basis for inference regarding meaningful and negligible effects. Specifically, we identified a range of values such that we consider any effects within that range to be so small as to be considered negligible. We set the ROPE as log odds ratio of ± 0.2 (odds ratios: 0.82, 1.22). Thus, when the HDI is entirely outside the ROPE, we can be 95% confident that the effect size is meaningful. Similarly, and in contrast with frequentist analyses, when the HDI lies entirely inside the ROPE, we can be 95% confident that the effect is negligible. Finally, we can also examine the proportion of the posterior distribution that lies within or outside the ROPE to quantify our certainty that the true effect is negligible or meaningful, respectively. Thus, we use the term “meaningful” to an effect that has a 95% or greater probability of exceeding a negligible effect size.

For all models, we used Markov Chain Monte Carlo techniques programmed in R (39), JAGS (40), and runjags (41) to generate representative credible values from the joint posterior distribution on the model parameters. The four chains were burned in and checked for convergence graphically and using the Gelman-Rubin statistic (42), and run long enough to ensure a minimum effective sample size of 10,000 (43). The forest plot was created using the R package ggplot2 (44).
RESULTS

*Insert figure 1 here*

The PRISMA flow chart detailing the screening and identification of studies is shown in figure 1. Overall, 26 studies including 579,380 adolescent participants were identified. Twenty of the 26 studies were conducted in the United States, with two from Finland, two from Norway and one each from Taiwan and Ghana. Cross-sectional designs were used in 22 of the studies, longitudinal in two studies, and two were experimental. Sleep was measured using subjective self-report in 23 studies, often from a single survey item, while sleep diaries were used in two studies and actigraphy in one. A variety of measures were used to operationalize risk-taking, with most studies including more than one risk-taking variable. Overall, studies examined drug use (N = 16), alcohol use (N = 12), smoking (N = 10), sexual risk-taking (N = 7), violent/delinquent behaviour (N = 8), risk-taking related to transport/road safety (N = 10), gambling (N = 3), and trait risk-taking (N = 6). Twenty-three studies used subjective self-report measures of risk-taking, with two using both subjective and objective measures and one using objective measures only. Study summaries are provided in table 1. Of the 26 studies identified, five studies required further information from the authors to be included in the meta-analysis and this information was supplied for three (45-47). Risk of bias in the included studies is summarized in figure 2. Among the studies that control for confounding variables, on average, they included four covariates (range 2 – 9), with all controlling for sex, and the majority also controlling for socioeconomic indicators such as parental education. Other key covariates included age, school grade, depressed mood, and race/ethnicity.
Table 1. Summary of articles identified in the systematic review. Note: S = subjective, O = objective, P = prospective (i.e., sleep diaries), BART = balloon analogue risk task, DDT = delayed discounting task.

<table>
<thead>
<tr>
<th>Author/Date</th>
<th>N</th>
<th>Country</th>
<th>Design</th>
<th>Sleep</th>
<th>S/P/O</th>
<th>Risk</th>
<th>S/O</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayres et al. 2016 (48)</td>
<td>13,570</td>
<td>US</td>
<td>C</td>
<td>School night TST ≥8h vs &lt;8h</td>
<td>S</td>
<td>Non-medical use of prescription medication</td>
<td>S</td>
<td>Adolescents obtaining less than 8 h sleep on school nights were significantly more likely to report non-medical use of prescription medication than those obtaining ≥8h</td>
</tr>
<tr>
<td>Backman et al. 2015 (49)</td>
<td>4,855</td>
<td>Finland</td>
<td>C</td>
<td>Weekly TST ≥7 vs &lt;7h</td>
<td>S</td>
<td>Property crime, violent crime</td>
<td>S</td>
<td>Insufficient sleep (&lt;7h on both school nights and weekends) was significantly associated with property and violent crime</td>
</tr>
<tr>
<td>Bagley et al. 2012 (50)</td>
<td>1,077</td>
<td>US</td>
<td>C*</td>
<td>Weekly TST (weeknight &amp; weekend TST) ≥7 vs &lt;7h</td>
<td>S</td>
<td>delinquency, sexual risk-taking, drug use, BART</td>
<td>S&amp;O</td>
<td>TST per week was significantly negatively associated with general risk-taking, substance use, and sexual risk-taking, but not objective risk-taking on the BART</td>
</tr>
<tr>
<td>Barnes &amp; Meldrum 2017 (51)</td>
<td>577</td>
<td>US</td>
<td>C</td>
<td>Typical TST 8-10h (ref) vs 7h, 6h or ≤5h</td>
<td>S</td>
<td>Violent delinquency, property delinquency</td>
<td>S</td>
<td>Typical TST and was significantly negatively associated with drug use and significantly positively associated with self-control, but not violent or non-violent delinquency</td>
</tr>
<tr>
<td>Clinkinbeard et al. 2010 (52)</td>
<td>14,382</td>
<td>US</td>
<td>C</td>
<td>School night TST ≥7 vs &lt;7h</td>
<td>S</td>
<td>alcohol use, cigarette use, marijuana use</td>
<td>S</td>
<td>Adolescents typically sleeping ≤7h per night reported significantly more property delinquency than those obtaining 8-10h, while those typically sleeping ≤5h per night reported significantly more violent delinquency</td>
</tr>
<tr>
<td>Daly et al. 2015 (53)</td>
<td>573</td>
<td>US</td>
<td>C</td>
<td>School night TST ≥7 vs &lt;7h</td>
<td>S</td>
<td>Non-medical use of prescription medication</td>
<td>S</td>
<td>Adolescents sleeping ≤7 h on school nights were significantly more likely to report using alcohol, cigarettes and marijuana in the past 30 days</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Sample Size</th>
<th>Location</th>
<th>Measure</th>
<th>Risk-Taking Measures</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davis et al. 2013 (54)</td>
<td>55</td>
<td>US</td>
<td>School night TST</td>
<td>8.5h vs 4h sleep for one night prior to experiment O</td>
<td>Adolescents crossed the road with less time before vehicle contact, had more virtual hits or close calls, looked left and right more often and took more time to initiate pedestrian crossings following 4h sleep compared to when they had 8.5h sleep</td>
</tr>
<tr>
<td>Doku et al. 2013 (55)</td>
<td>1,198</td>
<td>Ghana</td>
<td>School night TIB: ≥9h vs &lt;9h for 12-15-yrs, ≥8h vs &lt;8h for 16-18-yrs S</td>
<td>Smoking, drunkenness, marijuana use, drug use S</td>
<td>Adolescents who obtained sufficient sleep were significantly more likely to report marijuana or other drug use, and were more likely to have experienced drunkenness. There were no differences in the trying cigarettes or tobacco products between the two groups</td>
</tr>
<tr>
<td>Hall Brown 2009 (56)</td>
<td>35</td>
<td>US</td>
<td>School night TST vs weekend TST P</td>
<td>Impulsivity, sensation seeking, BART, delayed discounting task S &amp; O</td>
<td>No significant within-subjects’ differences were found for the BART, DDT, sensation seeking or impulsivity following 5 nights of weeknight sleep ($X = 6.92h, SD = 1.05$) compared to following 2 nights of weekend sleep ($X = 8.65h, SD = 1.33$)</td>
</tr>
<tr>
<td>Hildenbrand et al. 2013 (57)</td>
<td>14,782</td>
<td>US</td>
<td>School night TST ≥8h vs &lt;8h</td>
<td>Carrying weapons at school, physical fight at school S</td>
<td>Adolescents with insufficient sleep were significantly more likely to report carrying weapons at school in the past 30 days and fighting at school in the last year</td>
</tr>
<tr>
<td>McHale et al. 2011 (58)</td>
<td>469</td>
<td>US</td>
<td>Weekly TST P</td>
<td>Risky Behaviour Questionnaire S</td>
<td>No significant relationship was found between weekly TST and risky behaviours</td>
</tr>
<tr>
<td>McKnight-Eily et al. 2011 (59)</td>
<td>12,154</td>
<td>US</td>
<td>School night TST ≥8h vs &lt;8h S</td>
<td>Physical fighting, smoking, alcohol use, marijuana use, sexual activity S</td>
<td>Adolescents with insufficient sleep were significantly more likely to report smoking cigarettes in the past 30 days, alcohol use, marijuana use or sexual activity in the past 3 months, and physical fighting in the past 12 months</td>
</tr>
</tbody>
</table>
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|Meldrum et al. 2014 (47) | 11,641 US C | School night TST ≥8h vs 7h, 6h, 5h & <5h | Drunk driving, weapon carrying, physical fighting, cigarette use, alcohol use, binge drinking, marijuana use, sexual risk-taking, texting while driving | Compared to adolescents obtaining ≥8h TST, adolescents obtaining ≤7h TST were more likely to smoke, use alcohol, binge drink, use marijuana and texting while driving in the past 30 days, while those obtaining ≤6h TST were more likely to report fighting in the past 12 months, and those obtaining ≤5h TST were more likely to carry weapons or drive drunk in the past 30 days. Finally, those obtaining <5h TST were significantly more likely not to use a condom at last sexual intercourse. Effects increased with shorter TSTs|
|O'Brien & Mindell 2005 (60) | 208 US C | School night TST ≥8h15m vs ≤6h45m | Safety behaviours, violence, use of tobacco, alcohol, marijuana, drugs, sexual risk-taking | Adolescents obtaining less TST were significantly more likely to report using alcohol and sexual risk-taking. No significant differences were found for safety behaviours, violence, and tobacco, marijuana, or drug use|
|Owens et al. 2017 (46) | 11,240 US C | School night TST 9h vs 8h, 7h, 6h, 5h, ≤4h & ≥10h | Early initiation drug use, perceived risk of drug use, sensation seeking, gang involvement | Adolescents obtaining ≤7h TST were more likely to be at-risk for early initiation of drug use and sensation seeking, while those obtaining ≤6h TST were significantly more likely to perceive fewer risks with drug taking. Adolescents obtaining ≤4h TST were more likely to be involved with gangs|
|Pasch et al. 2010 (61) | 242 US C | School night TIB, weekend TIB | Smoking, alcohol use, drunkenness, marijuana use, school truancy | Longer school night TIB was associated with decreased odds of reporting alcohol use or drunkenness in the past month, but not smoking, marijuana use or truancy. Weekend TIB was not significantly associated with any risk-taking variables|
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<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Country</th>
<th>Sleep Duration</th>
<th>Risk Factors</th>
<th>Risk-Taking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pasch et al. 2012 (62)</td>
<td>704</td>
<td>US</td>
<td>School night TIB, weekend TIB, weekly TIB</td>
<td>Tobacco use, alcohol use, marijuana use</td>
<td>Longer school night, weekend and weekly TIB at T1 predicted current cigarette use 2-years later. School night and weekly TIB, but not weekend TIB, at T1 significantly predicted marijuana use at T2. No relationship was found between T1 weekend TIB and risk-taking. Stronger relationships occurred between T1 substance use and T2 TIB</td>
</tr>
<tr>
<td>Peach et al. 2013 (63)</td>
<td>6,503</td>
<td>US</td>
<td>TST</td>
<td>Sensation seeking, delinquent behaviour</td>
<td>A significant negative relationship was found between sleep duration and delinquency, but not sensation seeking</td>
</tr>
<tr>
<td>Reichenberger et al. 2015 (64)</td>
<td>322</td>
<td>US</td>
<td>TIB</td>
<td>Use of cigarettes, chewing tobacco, alcohol, marijuana, other drug use, sexual risk-taking, seatbelt use</td>
<td>Adolescents who smoked, used alcohol, binge drank and used marijuana slept significantly less than those who did not. No differences in TIB were found for use of chewing tobacco, other illicit drugs, sexual risk-taking or seatbelt use</td>
</tr>
<tr>
<td>Sivertsen et al. 2015 (45)</td>
<td>9,328</td>
<td>Norway</td>
<td>School night TST 8-9h vs 7-8h, 6-7h, 5-6h, &lt;5h, ≥9h</td>
<td>Alcohol use, drug use</td>
<td>Compared to adolescents obtaining 8-9h TST, adolescents with less sleep reported more alcohol use and drug use. Problematic drug and alcohol use was more prevalent when TST &lt;7h while frequent intoxication was more prevalent when TST&lt;6h. TST ≥9h was associated with high alcohol use and illicit drug use</td>
</tr>
<tr>
<td>Stea et al. 2014 (65)</td>
<td>2,432</td>
<td>Norway</td>
<td>School night TIB &lt;8h vs &gt;=8h</td>
<td>Smoking, using snuff</td>
<td>Adolescents with insufficient sleep were more likely to report being a current smoker or a current snuff user</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Sample Size</th>
<th>Country</th>
<th>Type</th>
<th>Frequency of getting at least 7 hours of sleep</th>
<th>Use of alcohol, amphetamines, cigarettes, marijuana, narcotics</th>
<th>Significant negative associations were found between the frequency of getting ≥7h sleep and use of cigarettes, alcohol, marijuana, amphetamines, and narcotics. Associations decreased with adolescent grade and over time (1991 to 2014)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terry-McElrath et al. 2016 (66)</td>
<td>379.90</td>
<td>US</td>
<td>C</td>
<td>School night TST 9h vs 8h, 7h, 6h, 5h, ≤4 h &amp; ≥10 hours</td>
<td>Bicycle helmet use, seatbelt use, travelling with drink driver, drink driving, texting and driving</td>
<td>Adolescents with TST ≤8h were more likely to drink and drive and text while driving than those with 9h TST; adolescents with ≤7h TST were more likely to not use bicycle helmets or seatbelts, or travel with a drink driver. Infrequent seatbelt use, riding with drinking driver, and drinking and driving was more likely when TST ≥10h</td>
</tr>
<tr>
<td>Wheaton et al. 2016 (67)</td>
<td>50,370</td>
<td>US</td>
<td>C</td>
<td>School night TST</td>
<td>Use of tobacco, alcohol, or marijuana, use of illicit/non-medical prescription drugs</td>
<td>Each hour of TST below 9h was associated with a increased likelihood of adolescents using either tobacco, alcohol or marijuana, or illicit/non-medical prescription drugs in the past 30 days</td>
</tr>
<tr>
<td>Winsler et al. 2014 (68)</td>
<td>27,939</td>
<td>US</td>
<td>C</td>
<td>School night TST</td>
<td>Binge drinking, drink driving, sexual risk-taking, illicit drug use</td>
<td>TST was associated with concurrent binge drinking, drink driving, sexual risk-taking and illicit drug use at both T1 and T2. TST at T1 significantly predicted binge drinking and illicit drug use at T2</td>
</tr>
<tr>
<td>Wong et al. 2015 (69)</td>
<td>6,504</td>
<td>US</td>
<td>L</td>
<td>TST</td>
<td>Violence, alcohol use, illicit drug use, truancy, unprotected sex, theft</td>
<td>Compared to adolescents obtaining 6-8h TST, those obtaining either less or more sleep were more likely to report ever having unprotected sex, a conviction for theft or truancy. They were also more likely to report illicit drug use or violence in the previous year, or drunk alcohol every week</td>
</tr>
<tr>
<td>Yen et al. 2010 (70)</td>
<td>8,319</td>
<td>Taiwan</td>
<td>C</td>
<td>TST &gt;8, 6-8h, ≤6h</td>
<td>Violence, alcohol use, illicit drug use, truancy, unprotected sex, theft</td>
<td></td>
</tr>
</tbody>
</table>

*cross-sectional data was drawn from time two of longitudinal study to include only adolescent participants.
Pooled results are shown in figure 3. Overall, there was a meaningful relationship between sleep duration and risk-taking, with insufficient sleep associated with 1.43 [1.26, 1.63] times greater odds of adolescent risk-taking. This relationship is deemed meaningful as the HDI lies entirely outside the ROPE of ±0.2. When this relationship is examined by risk-taking category, shorter sleep was associated with meaningfully greater odds of alcohol use, drug use, smoking, sexual risk-taking, and transport-related risk-taking. Although we can be 95% confident that violence/delinquency and trait risk-taking have odds ratios greater than 1, we can conclude meaningful effect sizes with only 94% and 79% confidence, respectively. The forest plot reflects similar odds ratio estimates across categories. We examined this homogeneity by calculating the estimated effect size difference (log odds ratio) for each pair of categories (see table 2). As none of the HDIs excluded 0, we have no evidence of intra-category differences in effect size. Further, 90% or more of the posterior distribution of pairwise differences between alcohol use, drug use, smoking, sexual risk-taking, and transport-related risk-taking were within the ROPE. Thus, we can conclude with 90% confidence that the difference in true effect size between these categories was negligible. There were insufficient data regarding violence/delinquency and trait risk-taking to allow confident conclusions. As shown in table 3, there was a trend for the relationship between sleep duration and risk-taking tended to be slightly stronger in studies including older adolescents. The combined effect of the coefficients for minimum and maximum age was 0.06 [-0.06, 0.16]. Thus, we can be confident that a one-year change in both minimum and maximum age is associated with a negligible change in the effect size and cannot conclude with 95% confidence that age is a meaningful covariate. However, there is weak evidence that larger increases in age range are associated with meaningfully larger effect sizes (e.g., we can be 66% confident of a meaningfully larger effect size in studies looking at oldest, 18-19,
versus youngest, 12-13, adolescents). Finally, there was no evidence that sleep duration cut-off (70% certainty of negligible difference) country of origin (80% certainty of negligible difference) or study design (62% certainty of negligible difference) affected the relationship between sleep duration and risk-taking.

Table 2. Log odds ratios (log OR) and 95% highest density intervals (HDI$_{95}$) of the difference in effect sizes between risk-taking categories, including the posterior proportion with the region of practical equivalence (ROPE).

<table>
<thead>
<tr>
<th>Comparison</th>
<th>log OR Difference</th>
<th>Posterior Proportion within ROPE</th>
<th>Below</th>
<th>Within</th>
<th>Above</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violence - Transport</td>
<td>-0.09 [-0.26, 0.06]</td>
<td>.10 .90 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violence - Trait</td>
<td>-0.02 [-0.24, 0.28]</td>
<td>.04 .89 .07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violence - Sex</td>
<td>-0.10 [-0.29, 0.07]</td>
<td>.14 .86 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violence - Drugs</td>
<td>-0.14 [-0.32, 0.04]</td>
<td>.25 .75 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violence - Cigarettes</td>
<td>-0.11 [-0.27, 0.03]</td>
<td>.13 .87 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violence - Alcohol</td>
<td>-0.16 [-0.32, 0.00]</td>
<td>.33 .67 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport - Trait</td>
<td>0.07 [-0.16, 0.39]</td>
<td>.01 .80 .20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport - Sex</td>
<td>-0.01 [-0.20, 0.19]</td>
<td>.03 .95 .02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport - Drugs</td>
<td>-0.04 [-0.25, 0.17]</td>
<td>.06 .93 .02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport - Cigarettes</td>
<td>-0.02 [-0.19, 0.16]</td>
<td>.02 .97 .01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport - Alcohol</td>
<td>-0.07 [-0.25, 0.12]</td>
<td>.07 .93 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trait - Sex</td>
<td>-0.08 [-0.42, 0.18]</td>
<td>.23 .76 .01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trait - Drugs</td>
<td>-0.12 [-0.43, 0.13]</td>
<td>.29 .71 .01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trait - Cigarettes</td>
<td>-0.10 [-0.40, 0.14]</td>
<td>.22 .77 .01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trait - Alcohol</td>
<td>-0.15 [-0.45, 0.10]</td>
<td>.34 .65 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex - Drugs</td>
<td>-0.03 [-0.25, 0.20]</td>
<td>.06 .91 .03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex - Cigarettes</td>
<td>-0.01 [-0.19, 0.18]</td>
<td>.02 .96 .02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex - Alcohol</td>
<td>-0.06 [-0.25, 0.14]</td>
<td>.07 .93 .01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drugs - Cigarettes</td>
<td>0.02 [-0.18, 0.21]</td>
<td>.01 .95 .03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drugs - Alcohol</td>
<td>-0.03 [-0.23, 0.18]</td>
<td>.05 .94 .01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarettes - Alcohol</td>
<td>-0.05 [-0.22, 0.12]</td>
<td>.04 .96 .00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* The proportion of the posterior distribution within the ROPE represents the confidence we can have that the difference between categories is negligible.
Table 3. Odds ratios and 95% highest density intervals (HDI$_{95}$) for covariates of the relationship between sleep duration and risk-taking

<table>
<thead>
<tr>
<th>Covariate and level</th>
<th>Estimate</th>
<th>HDI$_{95}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14-16</td>
<td>1.48</td>
<td>[1.27, 1.73]</td>
</tr>
<tr>
<td>15-17</td>
<td>1.56</td>
<td>[1.32, 1.85]</td>
</tr>
<tr>
<td>16-18</td>
<td>1.65</td>
<td>[1.30, 2.10]</td>
</tr>
<tr>
<td>17-19</td>
<td>1.74</td>
<td>[1.24, 2.40]</td>
</tr>
<tr>
<td>Sleep duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous</td>
<td>1.48</td>
<td>[1.26, 1.76]</td>
</tr>
<tr>
<td>Cut-off = 7 h</td>
<td>1.49</td>
<td>[1.10, 1.97]</td>
</tr>
<tr>
<td>Cut-off = 8 h</td>
<td>1.62</td>
<td>[1.37, 1.98]</td>
</tr>
<tr>
<td>Cut-off = 9 h</td>
<td>1.26</td>
<td>[0.82, 1.73]</td>
</tr>
<tr>
<td>Study design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>1.49</td>
<td>[1.38, 1.61]</td>
</tr>
<tr>
<td>Other</td>
<td>1.45</td>
<td>[1.06, 1.99]</td>
</tr>
<tr>
<td>Country</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.S.</td>
<td>1.46</td>
<td>[1.34, 1.58]</td>
</tr>
<tr>
<td>Other</td>
<td>1.62</td>
<td>[1.10, 2.49]</td>
</tr>
</tbody>
</table>

Inset Figures 4 and 5 here

Funnel plots were constructed for the total sample of studies, as well as for studies in each risk-taking category. These are shown in Figures 4 and 5. Visual inspection of the funnel plots reveal no systematic asymmetry. We used Egger’s test (71) to quantify the asymmetry present in the overall funnel plot (see supplementary material for details of the analysis). We set a ROPE of ±1 for the intercept parameter. We chose this value based on specific examples discussed by Egger et al. (71). Specifically, 1 is intermediate between the (i) the smallest absolute value of intercept estimates identified as reflecting asymmetry (1.19) and (ii) the largest absolute value of intercept estimates identified as reflecting symmetry (0.75). The analysis revealed an intercept of 0.50 [-0.87, 1.86] with 75% of the posterior lying within the ROPE. Thus, these data provide no evidence of asymmetry and consequently
no reason to suspect that the results of this meta-analysis have been distorted by publication bias.

DISCUSSION

The present review systematically reviewed the extant evidence for the relationship between sleep duration and risk-taking in adolescents. Results of the meta-analysis indicated a meaningful relationship between sleep duration and risk-taking. Despite the marked heterogeneity in how risk-taking was operationalized, the effect sizes were similar across different categories of risk-taking, including alcohol use, drug use, smoking, sexual risk-taking and risk-taking related to road/transport safety. The homogeneity suggests that the relationship between sleep duration and risk-taking is at the level of global risky decision making, rather than differentially affecting risk-taking constructs. On a practical level it shows that, if future research can garner stronger evidence that sleep plays a causal role in risk-taking, then interventions targeting specific risk behaviours, for example, promoting safe sex, or campaigns regarding drugs and alcohol use, will profit from targeting sleep as a means of harm minimisation and/or reduction.

While there was a trend for age to moderate the relationship between sleep duration and risk-taking, this relationship was weak. For country of origin, we have only weak evidence of no systematic variability between studies conducted in the U.S. versus other countries, however, there are caveats when considering these findings. First, there were few studies that were conducted outside of the U.S (N = 5) and these countries were heterogeneous (4 European and 1 African). There was no meaningful evidence that the relationship between sleep duration and risk-taking varied according to study design, or how sleep duration was operationalized. In regard to sleep duration operationalization, it must be noted that four of the meta-analysed studies had originally compared different sleep duration
categories against a reference category representing “ideal” sleep (45-47, 67), resulting in multiple effect sizes for each risk-taking variable. Comparing various sleep durations against an “optimal” sleep duration allows non-linear relationships to be observed, such as U-shaped relationships between sleep duration and risk-taking where both short and long sleep durations are associated with heightened risk-taking. It also does not obscure differences that may occur between individuals who obtain less than the ideal duration of sleep, but rather allows for dose-response effects to be observed, which are not seen when comparing sleep duration categories above and below a cut-off (47). Unfortunately, multiple effect sizes per risk-taking variable per study were not suitable for meta-analysis and these results needed to be dichotomised. Examining sleep as a continuous variable or dichotomising sleep duration may attenuate effect sizes if the relationship between sleep duration and risk-taking is non-linear. Thus, the current approach, while necessary for meta-analysis, could not include these studies in a separate category of sleep operationalization.

The primary limitation in this literature is the paucity of experimental and longitudinal research. In addition to experimental and longitudinal research, quasi-experimental designs - especially when quasi-experiments use more sophisticated data-analytic approaches such as propensity score matching- would also benefit this literature (72, 73). To date, the advancement of knowledge in this field has primarily relied upon large-scale cross-sectional surveys, with 85% of included studies using a cross-sectional design. While these studies have some major strengths, such as enabling the collection of data from over 500,000 adolescents, and assessing risk-taking behaviours that contribute to the leading causes of death and disability among adolescents, the major limitation of this approach is that causation cannot be established. This is a significant concern given that strong arguments could be made that, a) the direction of the effect may be opposite, with risk-taking propensity having a causal role in short sleep durations (i.e., risky decision making in terms of sleep), or b) both
Establishing causality is important before including sleep in potential intervention/prevention campaigns. Four studies used methodologies that allow causal conclusions and, together, they provide tentative support for sleep as a cause of risk-taking. Specifically, two longitudinal studies reported both concurrent and longitudinal associations between sleep duration and binge drinking, illicit drug use, and cigarette use (62, 69), with one also reporting significant bidirectional relationships (62). An experimental study by Davis and colleagues compared adolescents’ performance in a virtual pedestrian environment after 8.5 hours sleep and 4 hours sleep. Adolescents made significantly more risky choices, which included allowing less distance between themselves and an oncoming car when crossing the road, and having more virtual hits or close calls, when sleep restricted compared to when they were well rested (54). The fourth study used naturalistic sleep restriction and extension to manipulate sleep duration (56). Specifically, adolescents’ performance on two objective gambling tasks, and self-reported sensation seeking and impulsivity, were compared after 5 nights of weeknight sleep (sleep restriction, TST X = 6.92 h) and after 2 nights of weekend sleep (sleep extension, TST X = 8.65 h). No significant differences were found between any measures of risk-taking. However, these findings are limited by the imprecision of the naturalistic design and the inter-individual differences in the sleep obtained in both sleep restriction and extension conditions. Thus, while existing evidence suggests that sleep duration has a causal role in risk-taking, we need more evidence, particularly from experimental studies, to make strong causal attributions.

Future research would also profit from examining the mechanisms that explain any potential relationship between sleep duration and risk-taking. Neuroimaging studies support the notion that sleep duration may impact risk-taking behaviour through its effect on the
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brain. For example, transient interference on right dorsolateral prefrontal cortex functioning resulted in heightened risk-taking among adults, aged 18 to 31 years, through failure to inhibit risky decisions, while increasing cortical excitability in this area resulted in diminished risk-taking (74, 75). Changes to prefrontal cortex functioning are similarly observed following sleep loss. In a series of experiments with young adults, Venkatraman and colleagues found that sleep loss resulted in a shift in risk-taking strategy away from defence against losses and towards greater reward-seeking. These strategic shifts were correlated with decreased orbitofrontal and insular cortical activation (reduced activation for losses) as well as increased activity in the right nucleus accumbens (heightened activation for rewards) (13, 76).

One adolescent imaging study recruited 58 early adolescents, aged 11 to 13 years, who monitored their sleep at home for four days using actigraphy and self-report prior to functional magnetic resonance image scanning while completing risk-taking task (77). Adolescents who obtained less sleep showed less activation in the caudate of the ventral striatum in anticipation of a reward. The authors suggest that adolescents who obtained less sleep had dampened reactivity of this reward-related brain region, thus requiring these adolescents to seek more exciting or risky rewards to experience reward circuitry activation (77). Thus, while extant evidence is promising, further research in this area is needed to better elucidate this relationship.

Risk of bias assessment indicates that the quality of the evidence for the identified studies is mixed. Common strengths of this literature included low risk of selection bias and low risk of bias due to confounding. The risk of selection bias could be further reduced by providing full descriptions of participant inclusion criteria and achieving higher response rates. The major risk of bias in the literature is information bias, with most studies including subjective measurement of both sleep duration and risk-taking. The use of subjective
measures exclusively has inherent risks, including inaccuracy and responding biases. As responding biases may operate similarly among self-report measure, associations between two subjective self-report measures can be inflated. There are two important points to note regarding the risk of bias assessment. First, while most of studies were deemed to have a low risk of bias due to confounding, this binary measurement of risk confounding is rudimentary, with studies being assessed as either including or not including covariates. While many studies did control for key confounders, such as sex, age, socioecomonic status, and race/ethnicity, other confounding factors, such as genetic predisposition to risk-taking (51), are typically not considered. Second, it is important to note that the use of objective measures of sleep and/or risk-taking often comes at a cost in terms of sample size. While ideal, the use of objective measures is frequently not feasible in large epidemiological studies, where thousands, and sometimes hundreds of thousands, of adolescents are recruited, thus a balance between large, epidemiological studies and smaller studies including objective measures is desirable.

In conclusion, empirical evidence obtained from over 500,000 adolescents shows an association between sleep duration and risk-taking in adolescents across domains of risk-taking such as drug use, alcohol use, smoking, transport/road safety, sexual risk-taking, violent/delinquent behaviour and trait risk-taking/sensation seeking. Due to limitations in the design of most studies, strong causal conclusions cannot be made. Research focusing on the elucidation of causal (including possibly bi-directional) relationships, and examining the mechanisms of action, deserve priority. If sleep loss leads to more risky decision making, this may begin a self-perpetuating cycle, with poor sleep leading to poor decision making about sleep, leading to poorer sleep, and so on. This is an important and timely issue, given the importance of risk-taking to adolescent well-being, morbidity and mortality, and the potential for simple interventions targeting sleep to have wide-ranging benefits.
Practice points

1. This systematic review examined the association between sleep duration and risk-taking in 579,380 adolescents from identified 26 studies, 24 of which were included the meta-analysis.

2. Pooled results indicated that shorter sleep was associated with increased odds of risk-taking behaviours, including the use of cigarettes, alcohol and drugs, sexual risk-taking, transport/road safety risk-taking and violence, but not gambling.

3. Studies including older adolescents tended to report stronger relationships between sleep duration and risk-taking, although this evidence was weak.

4. How sleep duration was operationalised, country of origin and study design did meaningfully moderate the effect of sleep duration on risk-taking.

Research agenda

1. While the extant evidence supports an association between sleep duration and risk-taking in adolescents, there is a clear need for more longitudinal and experimental studies to address the issue of causation and bidirectionality.

2. In addition to study design, the primary limitation of the current literature is the measurement of both sleep duration and risk-taking, which was almost exclusively measured by subjective self-report measures. Due to the risk of report biases and inflated associations derived from two self-report measures, the use of objective measures is advised, where possible.

3. Greater research attention is needed to elucidate the mechanisms of action that explain how insufficient sleep impacts risk-taking propensity.
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Records identified through database searching (n = 587)

Additional records identified through other sources (n = 24)

Records after duplicates removed (n = 331)

Records screened (n = 331)

Records excluded (n = 220)

Full-text articles assessed for eligibility (n = 111)

Full-text articles excluded (n = 85)
- n = 32 No sleep duration measure
- n = 18 Did not test relationship
- n = 14 No risk-taking measure
- n = 9 Outside of age range
- n = 6 Not in English
- n = 3 Clinical sample
- n = 3 Review

Studies included in qualitative synthesis (n = 26)

Studies included in quantitative synthesis (meta-analysis) (n = 24)
The graphical representation shows the distribution of different study quality aspects across three risk categories: Low Risk, Partial Risk, and High Risk. Here's a breakdown of the categories:

- **Study Population Defined**: 24 Low Risk, 2 Partial Risk, 0 High Risk.
- **Inclusion Criteria Given**: 11 Low Risk, 14 Partial Risk, 1 High Risk.
- **Sampling Strategy**: 17 Low Risk, 9 Partial Risk, 7 High Risk.
- **Response Rate ≥80%**: 11 Low Risk, 8 Partial Risk, 5 High Risk.
- **Objective IV(s)**: 1 Low Risk, 1 Partial Risk, 24 High Risk.
- **Objective DV(s)**: 2 Low Risk, 23 Partial Risk, 3 High Risk.
- **Adjusted for Confounds**: 23 Low Risk, 0 Partial Risk, 3 High Risk.

Each bar represents the percentage of studies in each category, with the total number of studies indicated above the bars. The color coding indicates the risk level.